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 Abstract
We are experiencing a digital revolution that is changing the very nature of law. Digital code 
becomes a form of regulation through which private actors link their values to technological 
artifacts that prove capable of conditioning their operations both on a material and moral 
level. But technological artifacts appear to be non-neutral means, reflecting choices of dif-
ferent nature, among which those of a political nature stand out. The more the regulatory 
provisions are implemented through the use of technologies, the more the codes acquire the 
status of a regulatory technique, which can be used both to define and incorporate regulatory 
and contractual provisions into codes both to implement them. The impact of the algorithm is 
of crystal clear relevance not only in regulation but also in the other side of the coin: surveil-
lance. Each new option brought by the development of technology brings new possibilities 
and changes the way humans relate to each other. All these beautiful technological devices 
that few of us are willing to abandon produce a positive enhancement of the human and new 
kind of addiction, but also a new slavery”. The algorithmic revolution spills over to society and 
public systems designed to ensure its well-being. So, fiscal consequences of the algorithmic 
revolution risk, if not governed, to call into question the very foundation of the social pact, to 
which the fiscal duty is connected as a manifestation of solidarity within an organized com-
munity, not only within the borders of the individual State but also in a wider sphere. Legal 
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scholars can face the newest challenges of the present without fear and without nostalgia. 
But to this purpose he must remove all obstacles to the necessary dialogue between jurists of 
different backgrounds, between jurists and non-jurists, between jurists and society. 

 Keywords
Artificial Intelligence, Algorithms, Constitutional law, Philosophy of law, Private Law, Robotics, 
Tax law
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the Algorithm and its Impact on the EU Legal Systerm: an Attempt at a Multidisciplinary Ap-
proach // Legal Issues in the Digital Age, no 3, pp. 3–34.
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1. What is law? Three layers of the legal dimension

Law is a technology. Law is techne. It is the technology of social coexistence. To 
achieve this result, it uses very powerful technological machinery: the legal system, 
made up mainly — or exclusively for some [Kelsen H., 1967] — of norms.

The legal norm is a technical rule. If you want to work within the system, you 
must know how it works: you must acquire highly specialized technical knowl-
edge. Law is the knowledge of doing or making things with norms [Austin  J., 
1962]. Surely, jurists change the legal world with normative propositions: we cre-
ate institutions, modify personal status, and operate on society with these kinds 
of tools. 

However, is law just this? Is it just norms? Is it just technology? Is it just a set of 
rules concerning a social body? Of course, not. Law is not merely the set of regula-
tory provisions that govern social organizations. Otherwise, we could talk about 
something like Neanderthal law and maybe even penguin law or ant law”, and so 
on. We have to go beyond that.

Law has not always existed: it is a human creation, and it is not the first creation 
conceived by homo sapiens. Law is a specific kind of knowledge that was born in 
Ancient Rome a few centuries before Christ [Schiavone A., 2005]. Today, we still 
study Roman law not only because it allows us to learn two or three Latin phrases 
to impress our clients but also because the history of our research field was born 
there, in Rome: it was in Rome that a class of scholars started to dedicate them-
selves for the first time to jus, an autonomous area of knowledge, detached from 
religion, ethics and politics. It was in Ancient Rome that law became a science”, 
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where the term science stands not for natural science or hard science or empirical 
science but for scientia, which in Latin means knowledge per se (just as episteme 
in Ancient Greek).

Thus, law is both technology and science. However, that is still not enough. Law 
is also a form of art”. Why is Michelangelo’s David so famous? Surely, because it 
is beautiful. However, more than that, it is the symbol of a young man with just a 
stone in his hand fighting against tremendous forces. And the young man — clear-
ly a symbolic representation of Renaissance Florence — wins. It is the symbolic 
dimension of the work that really makes it stand out. 

Law requires technical ability — techne — and overall vision — episteme. It uses 
tools and means to achieve high ends. It is rational, yet it cannot be purely rational 
because of the symbolic dimension at its foundation. It is ritual, yet it must also be 
myth [Stolfi E., 2020]. And law is also art”, because it is artificial”: it is a creation of 
the human intellect. It is not natural, i.e., there is no law without humans. 

2. Law and ICTs. From sacred orality  
to blind computability

Law — technology, science and art together — provides mankind with a means 
of coexistence. In this perspective, there must be communication between hu-
mans. This is why law and communication technologies have always been bound 
together. For this reason, it would be useful to reinterpret the history of law in the 
light of the four great revolutions of information and communication technolo-
gies in an inevitably concise overview.

Let us start with language or, better, words. Law consists of words, and it is 
words that must be communicated. Law is jus dicere: jurisdiction. The very con-
cept of normativity rests on this vision directed at other human beings and at the 
future. Nevertheless, in comparison to other forms of language, legal language 
has something magic about it. This is why primitive law was managed by priests: 
priests jealous of their own wisdom, which was exclusively oral wisdom. 

As a reaction against such elitist knowledge, people demanded to know what 
rules were used to resolve legal disputes. They wanted to understand how these 
clerics made their decisions. It was a matter of power, of course. So, it happened 
that oral law was put for the first time in writing, as evidenced by the Law of the 
Twelve Tables or the Jus Flavianum [Zocco-Rosa  A., 1914]. After law became 
written law, anyone who was capable of reading could access this knowledge, con-
trol it, and try to change it. The new law was without doubt more democratic than 
primitive law. It represented a revolution in law, related to the new use of the 
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technological instrument of writing: jus was separated from fas, the most sacred 
sphere. This marked the birth of law as a science studied by legal scholars.

This law naturally paid very close attention not only to words but also to the oral 
dimension. Nevertheless, for over a thousand years, the Roman paradigm continued 
to exert a fundamental influence in the West, precisely because it had succeeded — 
through writing — in taking away the power held by pontiffs and opening access to 
the management of legal problems, investing a new class of jurists. 

Printing techniques were known already a thousand years before Christ. Still, 
the third revolution we are interested in took place in the mid-15th century when 
Johannes Gutenberg introduced the first movable type printing system in Europe. 
The technology of printing played a key role in the scientific revolution as well as 
in the birth of the modern state and modern law systems. Printing technologies 
made it possible to spread learning to the masses. However, they also served as a 
very useful tool for creating a monopoly on normative production in the modern 
state (especially, but not exclusively, in civil law countries). 

Law was changing. This period marked the beginning of a process that led after 
the French Revolution to the emergence of the code as the main instrument of 
expression of the lawmaker’s will [Grossi P., 2010]. In the nineteenth century, law 
became code, although this development had already been foreseen by Thomas 
Hobbes in 1651. Napoleonic legislation was the symbol of this change: all law was 
incorporated into codes, and there is no law outside the code. This approach obvi-
ously excluded all non-state sources, such as natural law, customs, and so on, from 
the legal landscape. Law became a complete and self-sufficient system. This legal 
theory or, more precisely, legal ideology was established two centuries ago and still 
plays an important role today.

We have finally arrived at the fourth revolution  — the digital revolution  — 
which we are experiencing today (perhaps without being fully aware of it). It 
would be a mistake to consider the ICT revolution only as the development of 
new instruments for law. Far from simply providing tools for law, the great ICT 
transformations changed its very nature.

The digital revolution raises the question: is law computable [Deakin S.F., Mar-
kou C., 2020]? In other words, the central problem today is to understand whether 
everything we call law can be formalized and reduced to a system of machine-
readable signs [Brownsword R., 2020]. A problem of this kind would have amused 
people until the middle of the last century. Today, it no longer makes us laugh. 
Indeed, we have to take it very seriously.

Attempts that seemed to be ramblings a few decades ago must now be con-
sidered carefully and perhaps even with concern. We could try to lock ourselves 
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up in the ivory tower of twentieth-century scholars faithful to Roman law codes 
and say that law has nothing to do with such things. Nevertheless, we must face 
reality. And reality shows that this kind of approach is increasingly employed and 
already affecting the way law works. Software systems based on machine learning 
techniques have been used for years by the biggest law firms in the United States 
and Asia. So, we are faced with a real problem. Closing our eyes and behaving like 
ostriches will not bring us very far.

3. Tech for law and law for tech.  
Old rights changing, new rights emerging

The first way we can look at the connection between law and digital technol-
ogies moves from technology to law. In essence, we can examine the tools that 
technology has provided to law in recent years. This is what is commonly called 
lawtech.

Lawtech is the term we use to describe technologies that aim to support, supple-
ment or replace traditional methods for delivering legal services or that improve 
the way the judicial system operates. Lawtech covers a wide range of tools and pro-
cesses, including legal research, document automation, smart contracts, drafting 
automation, electronic dispute resolution, e-discovery and many other processes 
in law firms [Ashley K.D., 2019]. Such systems are already available. They can draft 
documents, perform legal research, disclose documents in litigation, provide legal 
guidance, and resolve disputes online.

All these tools are used by lawyers to perform their professional activities. Nev-
ertheless, there is, of course, another issue that also matters to those who are not 
lawyers or judges: what tools can we use today to enforce our old rights? One 
example is the adoption of an electronic voting system. Obviously, it must be 
provided with all sorts of possible guarantees defending the constitutional values 
that are at stake. However, there are also more trivial examples such as the use of 
electronic mail or other electronically certified mail systems, electronic signatures, 
biometric keys and many other instruments with which we can enter into safe and 
reliable contact with the public administration to ask questions, make requests 
and protect our rights. 

However, this perspective, too, goes from technology to law by providing tools 
for law. Let us try to reverse this perspective and look from law to technology. Let 
us consider how law is trying to address new problems in an increasingly digital 
society.

Someone has said that technology is an enabler of rights rather than a right in 
itself. Nevertheless, it is not clear whether this statement can be successfully de-
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fended today. The two examples that come to mind are the right to Internet access 
and the right to Internet neutrality. Nevertheless, even without thinking about 
new rights, we can say that the digital revolution is radically changing the way old 
rights work, because there is no area of our social life — and therefore of the legal 
system — that is not affected by technological innovations. It suffices to think of 
the protection of personal data, which is increasingly overlapping with our iden-
tity: we are becoming what Google tells us about us, even if we do not like it at all. 
Or take the related issue of the freedom of expression, which must be balanced 
with the right to privacy. Or the freedom of association on the Internet, the exer-
cise of consumer rights in e-commerce, the rights of workers (with the problem of 
surveillance at the workplace), the right to education (even in the form of remote 
education that has appeared in recent months), and so on.

New technologies are generating new rights and changing the way old rights are 
exercised. At the same time, they are creating new criminal activities and chang-
ing the way traditional crimes are carried out. Just a few examples: if you write on 
Facebook that I am a complete idiot, this is defamation; if you find the password 
to my e-mail account and peek into my correspondence, this is a violation of pri-
vacy as well as abusive access to a computer system; if you flood me with phone 
calls, instant messages, and emails, this is stalking; if you find some embarrassing 
photos on a portable storage device and want to send them to my wife, this is ex-
tortion; and, if you try to sell me the Trevi Fountain with an eBay ad, well, this is 
fraud. In all these cases, traditional crimes are performed using new technologies. 
Moreover, new crimes are appearing, too [Pagallo U., 2013].

The most common term for crimes committed exclusively through digital 
technologies is cybercrimes”. Sadly, we are becoming familiar with such terms 
as phishing”, revenge porn”, ransomware”, and maas”. At the same time, we are 
becoming increasingly aware of the importance of cybersecurity.

Obviously, the first thing that comes to mind when we talk about illegal activi-
ties committed through information technologies are crimes against the person or 
against things and property. Then we think of state law. However, there is another 
issue of fundamental importance here: computer crimes are, by their very nature, 
transnational. Expressions and concepts such as locus commissi delicti have to be 
reviewed and completely changed, if necessary. There is another crucial aspect: 
cyber-attacks can also have relevance under international law. Contemporary in-
ternational law is not only faced with the major problem of the military use of 
high-tech instruments such as drones. The very concept of war is changing. One 
mistake we often make is to consider cyberwarfare as a virtual war, as if it were 
a PlayStation or Xbox game. However, this is wrong. Cyberwarfare is real war — 
a war in the true sense of the word — because it can cause exactly the same damage 
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as traditional weapons. An example would be the cybernetic attack on the Iranian 
nuclear base in Natanz a few years ago.

4. Norm and technology  
are strongly interrelated concepts 

In view of the complex scenario depicted so far, we can easily understand how 
human behaviour is increasingly influenced by a complex of factors of a digital 
nature on which artificial intelligence (AI) is based. As a result, AI is beginning 
to play a similar role to traditional codes of written rules designed to regulate the 
actions of a particular group.

Thus, the digital code is becoming a form of regulation that is making private 
actors link their values to technological artefacts that prove capable of conditioning 
their actions at a material and moral level. Consequently, norms in the sense we are 
giving them here must be considered as regulatory tools that make use of algorithms 
to regulate, whether directly or indirectly, the behaviour of the subjects they refer to.

Norms and technologies therefore form a complex relationship, interacting 
through a system of dependencies and interdependencies that contribute to the 
regulation of individual behaviour to a greater or lesser extent.

With the advent of modern information and communication technologies, the 
relationship between law and technologies has changed radically, as evidenced by 
the growing use of technologies as a complement to (and support for) law; this 
can be understood, according to some authors [De Filippi P., Hassan S., 2016: 
3 ff.], by distinguishing four recent phases that explain the relationship between 
norms and technologies. The first stage, which is currently very advanced already, 
uses digitized information, replacing paper and ink by complex data available on 
computers and giving users a huge corpus of jurisprudential cases, laws and regu-
lations that were initially available for a fee through large databases yet have been 
gradually placed in open access [Berring R.C., 1986]. The second stage involves 
the automation of decision-making processes: most of the research carried out by 
legal information technologies focuses on translating regulatory provisions into 
computer code. Both policy makers and judges use IT applications to derive regu-
latory provisions and jurisprudential guidelines and to analyse and compare them 
in order to structure arguments that are adequate for the purpose and improve 
the decision-making process [Waterman D., Paul R., Peterson R., 1986: 212 ff.]. 
However, this objective can only be achieved with difficulty, not least because 
of the ambiguity that can characterize legal language and of the need for rules 
to be flexible and linked to factuality [Grossi P., 2014]. Despite these difficulties, 
government institutions and the global business community are trying to create 
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automatic and semi-automatic decision-making processes (e.g., specific IT appli-
cations for taxation) on the basis of the experience of different sectors such as 
healthcare and fiscal and financial regulation. The third stage has witnessed the 
transformation of legal rules into algorithms, on the one hand, and the emergence 
of regulation through algorithms, on the other.

With the widespread diffusion of the Internet, we are witnessing the de facto 
emergence of new forms of regulation that increasingly rely on soft law (i.e., tech-
nical rules) for disciplining human behaviour with an ever-greater number of in-
teractions being governed by computer programs and with technological support 
providing significant assistance not only for taking decisions but also for the direct 
implementation of rules. In this context, algorithms can assist in identifying what 
is or is not admissible in regulating legal relationships, thereby making the rules 
of application much more efficient [Reidenberg J.R., 1998; 553]. During the fourth 
stage, which has just begun, one is developing a new approach to regulation (the 
so-called codification of the standard”), which involves a growing use of computer 
codes not only for implementing but also for elaborating legal rules.

5. The impact of technological artefacts  
on policy makers’ strategies

As an indispensable tool in all areas of human existence, information tech-
nologies are playing a central role in contemporary life that has been marked in 
recent years by the growing influence of certain basic phenomena such as ma-
chines with increased autonomy and the capacity for self-learning. The latter stand 
out through their complexity and, above all, their ability to elaborate, predict and 
plan the human decision-making process, which supports the idea of the gradually 
growing role of AI in human existence [Christian B., Griffiths T., 2016].

It is therefore not surprising to observe that the development of these types of 
machines raises some difficult questions about the way in which human beings 
can adopt a predictive attitude and how this can influence, in a more or less reli-
able way, the prediction of the future.

The fact is that technological tools had existed as a means of implementing 
regulatory data long before the advent of modern information technologies.

Thus, far from being neutral means, technological artefacts are profoundly sub-
ject to the influence of laws adopted by policy makers, which indicate the type of 
actions to be prohibited or condoned [Mowshowitz A., 1984].

If political choices are, either intentionally or unintentionally, incorporated 
into the way technology is structured and if these different configurations have a 
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significant social impact insofar as they support certain political groups or facilitate 
certain actions or behaviour towards others [Winner L., 1980: 234 ff.], then we may 
speak of four forces that exist and combine, to a greater or lesser extent, to shape 
individual actions in ways that are often beyond the control of the individual: the 
law, social norms, the market and the composition of spaces [Lessig L., 1999].

The law creates artificial constraints that limit the actions of individuals by legal 
rules (for example, prohibiting theft and punishing those who violate this rule), 
social norms regulate cultural behaviour through peer pressure (for example, it is 
not acceptable to speak aloud during a professional meeting), the market encour-
ages or discourages certain behaviour by resorting to the mechanism of supply and 
demand (for example, by predicting prices for certain goods or services), while the 
composition of spaces — i.e., the way in which the surrounding world is structured 
both naturally and artificially — imposes a series of limitations that affect the type of 
actions that an individual can undertake (for example, biology, technology or geog-
raphy) [Malone G., 2008: 139]; [Yeung K., 2010]; [Semeraro M., 2012: 808]; [Sirena 
P., 2014: 3 ff.]; [Enriques L., 2009: 1147] (including an-depth discussion of the impact 
of regulation on the financial market); [Andenas M., Deipenbrock G., 2016].

The unprecedented diffusion of information technologies and the globalized 
network have contributed to the creation of a new environment for human beings 
and their behaviour, whose rules are implemented in algorithms. Just as any other 
technological artefact, this algorithm reflects different kinds of choices, especially 
in the political domain [Christian B., Griffiths T., 2016].

The algorithm can, therefore, form the basis of a new construct capable of con-
ditioning individual human actions through the use of technological tools. What 
impact, then, can the algorithm have on the traditional regulatory scheme, whose 
primary referents are the regulator and the law?

Although technological infrastructures can be structured to promote or pre-
vent certain types of behaviour, the desired effect cannot always be guaranteed, 
as technological tools are used for different purposes that may depend on specific 
contingencies.

The implications deriving from the use of particular technologies, therefore, 
cannot be fully grasped without viewing them in the social and historical context 
where the technologies are meant to operate. In fact, more than its structure, it is 
the way in which a technology is meant to operate according to the choices made 
by a particular group of individuals that determines its influence on the social and 
political spheres.

Regardless of whether or not this effect is intentional, the digital world opens the 
doors to new forms of regulation that are entrusted to private actors who seek to im-
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pose their values by embedding them in a given technological tool, which, depend-
ing on the concrete use to which it is put, can influence the way a certain number of 
individuals behave [Jeorges B., 1999: 428]. In a nutshell, it is possible to describe the 
relationship between regulators, norms and algorithms in terms of conflicting ener-
gies: whereas regulators try to control socio-economic dynamics with their rules, 
algorithms can create regulations that have their own legitimacies if they have been 
previously legitimized by the public sphere from which they take their binding force. 

6. The two-way relationship binding rules and algorithms: 
towards the need for flexibility and prediction

The framework outlined so far shows that there is a two-way functional ex-
change between norms and algorithms. Thus, while the use of algorithms aims to 
reinforce the application of normative data, the latter can also serve as a tool for 
strengthening the correct and adequate use of algorithms to avoid their violation 
or alteration. The fact remains that the transposition of legal rules into techni-
cal rules, which requires the elaboration of an algorithm as a means of defining 
the application of normative data, is not an easy operation insofar as, unlike legal 
rules that are developed using a language that is intrinsically ambiguous, techni-
cal rules must be transposed into codes and are therefore based on algorithms 
and mathematical models. It is the peculiar ambiguity of the legal system, which 
is necessary to ensure an adequate and potentially flexible application of the rule 
on a casuistic basis, that allows algorithm programmers to incorporate their own 
understanding of normative data into the technical artefact they are developing — 
the algorithm [on the specific problem of the configurability of the new type of al-
gorithmic responsibility, see [Ruffolo U., 2017: 148]. Thus, although it is true that, 
in the digital world, the algorithm is increasingly assuming some of the functions 
traditionally ascribed to legal operators (in particular, judges), it is also true that, 
in recent years, law has increasingly begun to take on the features of the computer 
code [Lessig L., 2000: 1]. (The recommendations on the use and impact of artificial 
intelligence are particularly relevant at the EU level. They have been developed by 
the European Commission and disseminated through the adoption of the Euro-
pean Ethical Charter for the Use of Artificial Intelligence in Judicial Systems and 
Related Areas on December 4, 2018, and of the European Communication Build-
ing Trust in Human-Centric Artificial Intelligence on April 8, 2019.)

The characteristics of the norm thus constructed should essentially translate 
into a high level of malleability and adaptability, allowing individuals to experi-
ment with a wide range of versions and adaptations of the same rule, and into an 
ex ante implementation of technical rules with the respective legal implications, 
which could also derive from a predictive key.
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While codes and algorithms have begun to be used on a major scale in recent 
years, we are also witnessing the gradual delegation to technologies of fundamental 
activities embodied in the interpretation and application of regulatory provisions 
or, at least, of attempts to do so, which, assuming different degrees of complexity 
and articulation, allow the achievement of increasingly valuable, appreciable and 
technically sophisticated results.

However, it is not always easy to transpose wet code into dry code: while the 
former makes use of intrinsically malleable language and can be applied, on a ca-
suistic basis, to an indefinite number of hypotheses that may not have been fore-
seen in detail from the start (abstract and general rules), the latter employs a pre-
cise and formalized language with well-defined categories and a methodological 
choice that must be established ex ante.

For this reason, it can be argued that the norm is progressively transforming itself 
into a code: the more provisions are implemented through the use of technologies, 
the more codes acquire the status of regulatory techniques that can be used both to 
define regulatory and contractual provisions and to incorporate them into codes.

The elaboration in codified form of legislative and contractual provisions ul-
timately entails a further consequence  — namely, that rules are traditionally 
conceived in sufficiently broad, abstract and general terms so as to be applied to 
a variety of different situations and to have a binding effect both at the time of 
promulgation and in new and unforeseen situations that are factually different 
from those contemplated in the original norm but show similar traits at the prac-
tical and ideological level. For this reason, the standard must be read and recon-
structed in its scope by the interpreter before being applied.

For a long time, norms were drafted by human beings and intended to be ap-
plied to and by other human beings. As a result, they needed human judgement 
to give them meaning that would take into account the intentions of the legislator 
and therefore consider the context and the contingencies that existed at the time 
the norm was drawn up [for a further discussion of the interpretation of rules, see, 
among others [Mengoni L., 1996: 103–114]; [Alpa G., 2017: 35].

Because of this ambiguity and flexibility, regulatory and contractual provisions 
cannot be transposed into code and automatically implemented unless they are 
anchored to a formal language whose high degree of technicality can only be pro-
cessed and grasped by a machine. However, this would entail the simultaneous 
rejection of genericity and abstraction for the sake of an ever more precise formu-
lation that could be interpreted more objectively than before.

The result of this process would be the greater ease in transforming provisions 
into codes that, thanks to the corresponding algorithms, entail automatic applica-
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bility facilitated by the use of technological tools. However, the trend towards an 
increasingly formalized language that allows the code to be rigid and penetrating 
in its application mechanisms contradicts the traditional concept of a norm per-
ceived as flexible and adequately ambiguous.

The judge, however, cannot limit his/her functions to simply declaring the 
norm and intervening constructively only in the event of its indeterminacy, inso-
far as codes that are based on a detailed regulation of the activity of interpretation 
must be drafted in such a way as to allow the legal operator to clarify the will of 
the legislator. Only in this way can judicial discretion expressed in interpretative 
activity be preserved even in times of codification.

If, then, the computer code, like any other technological tool, can reflect politi-
cal interests and if its way of being structured can have significant implications for 
the work of many individuals, the call for greater flexibility must be heeded. Since 
codes cannot be complete or regulate all cases faced by judges, they must refer to 
further sources of law and allow for the relativization of their use. Only in this 
way can the authentically human function of legal operator recover its real scope 
through the importance assigned to details. While the latter are often ignored by 
the objectivized operation of the computer code, they can acquire enormous im-
portance in a specific case and bring out its most characteristic and specialized 
traits, both at the national and at the European levels.

7. Algorithmic surveillance

The impact of the algorithm is of utmost relevance not only in regulation but 
also in the concomitant process of surveillance. Indeed, a number of questions 
may arise about the impact of algorithmic decision-making on the idea and prac-
tice of liberty [Brownsword R., 2019]. One of the biggest concerns today relates to 
the power of national and big tech companies to make surveys with the help of big 
data analytics and other powerful means of automatic computation [Pasquale F., 
2015]; [Zuboff S., 2019]. This is why the power of technology must be subject to 
rules no less than any other licit or illicit power.

The massive use of algorithms has improved people’s lives. Each new tech-
nological development creates new opportunities and changes the way humans 
relate to each other [Rifkin J., 2014]. Today, we know that these improvements 
have a price”. All these beautiful technological devices that few of us are willing to 
abandon expose us to the reasonable certainty of being potentially monitored at 
any time: they produce not only a positive enhancement of the human and a new 
kind of addiction but also a new slavery”, as writes in his recent book Remo Bodei 
[Bodei R., 2019].
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We take for granted that the benefits — security, efficiency, protection, rewards, 
and convenience — compensate for the fact that our personal data is recorded, stored, 
recovered, crossed, traded and exchanged through surveillance systems. Since ordi-
nary people have no reason to question surveillance (the nothing to hide misconcep-
tion) [Schneier B., 2015: 446], the order built by the system is strengthened, allowing 
people to be normalized (as Foucault would have said) by the system [Lyon D., 2003].

Because of the massive use of technology, we are now subject to a new form of 
surveillance that has a more profound impact on the freedom of individuals, being 
intrusive and invasive in private life [Lyon D., 2001]. Explicit and non-explicit forms 
of surveillance affect virtually all forms of human interaction. In addition, surveil-
lance has become ubiquitous and continuous, and we can no longer evade it. 

Over the past twenty years, surveillance, counter-terrorism, pandemic, and us, 
four elements that formerly had nothing in common, have become more closely 
connected than we could have ever imagined. Tools formerly employed only for 
targeted surveillance are now in common use. Applied only selectively before, they 
can now be used by anyone and at any moment, even with no particular purpose. 

During the COVID-19 pandemic, Chinese and Korean authorities have used — 
in addition to more familiar authoritarian techniques of control — data from the 
world’s most sophisticated mass surveillance systems to track infected people. 
This has not always had positive outcomes and, in any event, taken place at the 
expense of citizens’ rights [Joe C., 2020; Mozur P., 2018]. Other governments have 
implemented extraordinary measures limiting the exercise of fundamental rights 
and civil liberties in order to stop the spread of the disease: among the other mea-
sures, surveillance has played a major role in compelling people to stay at home or 
limit their social activities.

The pandemic has also increased the relevance of the power of algorithms over 
us. In a world where connections have replaced social relations [Simoncini A., 
2020], our smart devices have become not only tools of communication but also 
indispensable means for studying, working, training, and entertaining, as well as 
for being watched.

In our soft and liquid society [Bauman Z., 2006], forms of control and surveil-
lance have multiplied [Hijmans H., 2016]. However, differently than in the past, 
they are no longer the exclusive prerogative of institutional powers, as Jeremy 
Bentham [1995] has shown. Today, they profoundly depend on the participation 
of those being surveilled: not only being watched but also watching has become a 
way of life [Lyon D., 2018].

If we apply the Marxist interpretation of capitalism to this industry, we can 
understand how and why simple forms of surveillance have turned into mass sur-
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veillance [Gambetta D., 2018] thanks to the parallel tendency of the Internet to 
create societal benefits while making the protection of some fundamental values 
ineffective [ECHR, 2015]. We have gone far beyond the mere exploitation of our 
data, as Shoshana Zuboff explains: You are not the product; you are the aban-
doned carcass. The ‘product’ derives from the surplus that is ripped from your life 
[Zuboff S., 2019].

As the EU Court of Justice has pointed out, mass surveillance can be imple-
mented by both governments and private companies, and it is likely to produce in 
the minds of the persons concerned the feeling that their private lives are the sub-
ject of constant surveillance”1. In both cases, we see surveillance that is intrusive of 
people’s lives and entails the loss of control of individuals over their personal data. 

Mass surveillance, which takes the form of seeing and being in the digital mi-
lieu, is inseparable from the so-called data exhaust pouring from millions of ma-
chines every moment of every day and the greedy global effort to create value from 
them [Lyon D., 2018: 170]. People strive to be connected, amused, entertained, 
supplied, updated, reassured and informed by the power of digital life. Gather-
ing data from people and groups is made possible by numerous means today, in-
cluding photography, video, genetic footprints, fingerprints, and face recognition. 
Furthermore, databases can be interconnected through cloud storage, and data 
can be extracted and immediately aggregated from multiple sources. However, as 
we engage in online life, we not only perceive being subtly watched by an external 
power but also employ surveillance tools from within in many contexts and for 
many purposes [Accoto C., 2019]. Surveillance is indeed welcomed as a means to 
attain greater security, convenience, and efficiency [Cohen J., 2016] and only sel-
dom queried or resisted as being inappropriate or excessive [Lyon D., 2018: 151].

The result of these changes is that today all of us are more dependent on sur-
veillance mechanisms than in the past. However, the result of this unprecedented 
revolution is different from anything we have seen before, as we are now not only 
passive subjects of surveillance but also active masters of it. Indeed, when we in-
tegrate everyday life with surveillance technologies, we expose ourselves to them 
and, more profoundly, participate in them to make them possible, legitimate and 
institutional. It has been said that surveillance is the fertilizer behind smart devices 
and the Internet of Things. 

Furthermore, surveillance is convenient both for the controller and the con-
trolled, since it gives the latter a sense of security and protection (surveillance is 
intrinsically ambiguous [Lyon, 2003: 11]). Our societies are increasingly based on 

1 Joined cases C-293/12 and C-594/12, Digital Rights Ireland (C-293/12) and Seitlinger  
(C-594/12), EU:C:2014:238, par. 37.
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security anxiousness [Greenwald G., 2014] that is generated by the odd perception 
of menace to our security and the corresponding demand for abnormal protection 
[Lyon D., 2003: 11].

The effects of these systems and processes should be understood from an em-
pirical point of view but also with regard to the profound social, economic, po-
litical and anthropological changes that they entail. While surveillance remains 
an aspect of social control that is always present in human relationships, mass 
surveillance points to the emergence of a different conception of life and society.

This may well be the real point of departure of the idea that code as the archi-
tecture of the Internet is capable of constraining the actions of individuals via 
technological means [Lessig L., 2006].

The implications for liberty should not be underestimated, insofar as private 
freedoms and democratic participation can be moulded in accordance with what 
business and government know about individuals [Benkler Y., 2011].

However, the emerging era of big data does not only entail the progressive loss 
of control over personal information but also shows the incapacity of govern-
ments to deliver protection [Hijmans, 2016].

The logic of exchanging privacy for convenience and efficiency amplifies the 
weakness of the notice and consent paradigm upon which the legality of data treat-
ment rests [Yeung K., Lodge M., 2019]. In this situation, it is practically impossible 
for individuals to provide meaningful and voluntary consent to the activities entailed 
in algorithms (for a discussion of the uncertainties related to privacy in the context 
of big data, see [Acquisti A., Brandimarte L., Loewenstein G., 2015: 509–514]).

8. If it is no longer possible to evade surveillance,  
can we protect ourselves from it? 

The legitimacy and accountability of this kind of surveillance is at stake due to 
the secrecy and the cooperation of the private sector in government surveillance, 
as a result of which surveillance activities, whether targeted or massive, are threat-
ening constitutional guarantees. 

To be legitimate and guarantee data protection and other constitutional free-
doms, surveillance tools and algorithms should be designed and used with a view 
to their purpose (as set out in Article 9 of the GDPR), proportionality and effects 
for individuals (one of the most important rights is the empowerment of individu-
als”, which must be assured by improving the ability of individuals to control their 
data as set out in Article 16 of TFEU [Hijmans H., 2016]). While this is easy to 
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codify, it is difficult to implement in practice for many reasons that mostly involve 
technological issues. 

Examples of how the development of surveillance systems can infringe on free-
dom and democracy are abundant. The most striking cases today relate to the use 
of face recognition software — probably, the most controversial mass surveillance 
tool used today.

One of the most recent examples of the dangers of this technology concerns the 
small company Clearview that has written a code for face recognition better than 
any application available so far. It is so powerful that over 600 US law enforcement 
agencies have bought Clearview in recent years [Hill K., 2020]. 

Clearview has done something extremely invasive on today’s Internet to beat 
its competitors. It has massively harnessed photos uploaded on Facebook, Insta-
gram, and Twitter and videos on YouTube to create an immense archive at the 
disposal of its powerful algorithm. The same reporter of The New York Times that 
covered this story discovered some unknown photos of herself. Not surprisingly, 
it was Clearview’s algorithm to trace such pictures on the web by matching them 
with her name. The algorithm seems to survey data silently, waiting for the mo-
ment when stored and indexed information becomes useful for face recognition. 
Considering the kind of data accumulated, we can conjecture that this is the big-
gest database ever built [O’Flaherty K., 2020]. Clearview has sold its face recogni-
tion service to the FBI and hundreds of local police offices, which are using it for 
solving extremely difficult cases [Schuba T., 2020]. Currently, Clearview is targeted 
by a lawsuit alleging violations of privacy law in Illinois2. Meanwhile, the US Sen-
ate has introduced several bills regulating the use of such technologies in law en-
forcement activities3.

This example shows how forms of targeted surveillance that were developed 
for monitoring and apprehending terrorists could become systems of mass sur-
veillance if used on a massive scale. The Clearview case sheds light on the loss 
of control over personal information in an algorithmic society in which public 
institutions do not consider the dangers of outsourcing services to systems that 
collect, capture or otherwise obtain personal data without informing the subjects 
of these activities. In addition, it is evident that any face recognition system must 
also include a mechanism for assessing the risks produced by the deployment of 
this technology in society and the secondary use of data for other purposes. The 
analysis of the impact of face recognition systems must therefore compare the cur-
rent situation (for example, supervision and recognition by human agents) with a 

2 Hall v. Clearview AI, Inc. et al (Case No. 20-cv-00846).
3 S.2878 and S.3284 — 116th Congress (2019–2020).
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scenario based on the implementation of automatic recognition with the help of 
data uploaded on publicly accessible social platforms (for a discussion of the legal 
issues created by face recognition, see the recent report [FRA, 2019b]).

Particularly worrisome is the use of face recognition tools in school for secu-
rity purposes [Weinstein N., 1980: 806–820]. At the moment, the introduction of 
such technologies is forbidden by national data protection authorities (Sweden 
and France) and administrative judges (France). As far as we can see, the real issue 
at stake in such cases is the use and storage of data — namely, the extent to which 
school and other authorities keep data about students and the level of security that 
they apply in managing them.

In view of this situation, many scholars have argued, following David Lyon, 
that the advent of the superpanopticon”, whose main characteristic is total and 
uninterrupted surveillance by states [Lyon D., 2003], has taken place over the last 
twenty years. This may seem to imply that more power over citizens has been 
concentrated in the hands of states, yet a closer look shows that this conclusion is 
wrong for many reasons [Tincani P., 2015: 72–87]. The superpanopticon increases 
the de facto power of legitimate dominion only in the event when the latter has a 
monopoly on the (legitimate) means of power and control. In contrast, techno-
logical transformation has increased private powers, giving them a tremendous 
ability to control and monitor people in addition to states [Lyon, 2018]. More-
over, the power of surveillance and the concentration of the data gathered by both 
public and private mechanisms is focused on a small number of actors, public and 
private, based mainly in one jurisdiction and leading to a rapid erosion of state 
sovereignty and democracy [Pinto R., 2019].

The supervised society — a society in which surveillance can be infinitely ex-
tended until it observes the entire population — is achievable only if surveillance is 
automated, which requires the availability of powerful technological means.

9. The protection of fundamental rights

Let us examine the specific new technologies (in particular, technologies for 
mass surveillance) that are currently presenting the biggest challenges to freedom 
and democracy. 

New technologies with algorithmic power are being continuously developed 
and rapidly deployed despite inadequate transparency, high uncertainty, and little 
knowledge of the exact data processing techniques (for a description of the problem, 
see [Yeung K., 2018: 505–523]). Today, this process is accelerating to such an extent 
that some people are speaking of a Cambrian explosion of technologies with poten-
tially harmful implications [Kurzweil R., 2004: 381–416]; [Pratt G., 2015: 51–60].  
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In the context of algorithmic governance, we are continuously being faced 
with algorithmic unknowns”, especially in the case of machine learning [An-
drews, 2019a: 210–211]. The problem of machine learning algorithms becom-
ing too complicated for humans to understand is a major concern in view of the 
widespread necessity of building administrative capacity in this field [Andrews L., 
2019b: 296–310]. 

The problem of the unknown or black box effect is surely one of the most im-
portant issues today, particularly due to the harmful or discriminatory effects of 
some algorithms. 

From a constitutional point of view, this situation has come into conflict with 
basic data protection principles set down in the GDPR [De Gregorio G., 2018: 65]. 
These principles aim at structuring and limiting the processing of personal data 
and making it transparent for data subjects4. In addition, personal data should be 
processed only for specified and explicit purposes, as the Clearview case shows. 
Data processed through machine-learning AI is based on large data volumes that 
are used for training and testing and that have been collected for other purposes 
and may be not suitable for new functions. Thus, AI comes into conflict with the 
basic conception of the current data protection law because in many cases even the 
programmers — particularly in the case of unsupervised learning — are no longer 
able to comprehend how AI obtains its results [Marsch N., 2020: 33–52]. While 
the GDPR counteracts the imbalance created by the platform economy by giving 
individuals powerful rights in the new arena where private powers are dominant, 
simply attributing new rights does not solve the asymmetry of power.

This perspective leads to a further concern. Algorithms collect and process vast 
quantities of personal and biometric data, making individuals highly visible to the 
public eye [Van Dijck J., 2014: 197–208]. These processes not only make individuals 
susceptible to private monitoring and profiling but also put privacy and democratic 
values at risk, since they increase the online transparency of citizens and reduce the 
sphere of their autonomy [Richards N., 2015: 168]. This new transparency reverses, 
for example, the presumption of innocence and generally diminishes the zone of 
individual freedom, as scholars have pointed out [Reidenberg J., 2014: 583].

The right to individual self-development can only be exercised by people who 
have control of their own lives (self-determination). Constitutionally speaking, 
this presupposes the protection of informational self-determination”, as the ca-
pacity of the individual to determine the disclosure and use of his personal data”5. 

4 Cf. Articles 5 and 6 of the GDPR.
5 German (Federal) Constitutional Court 1 BvR 209, 269, 362, 420, 440, 484/83 ‘Census 

Judgment’ (15 December 1983), par. 155.
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Rather than being an end in itself, this right is a means of protecting other funda-
mental rights –especially democracy and the freedom of expression6.

The last key element in this domain concerns the likely discriminatory effects 
produced by the automation of decision-making due to its inexplicability and un-
predictability [Bygrave L., 2014: 220]. This applies particularly to the aspects of 
discrimination and persuasion, since individuals might not know that they are be-
ing discriminated against or persuaded or even that this can happen at all7. In this 
context, it is important to note the possible negative implications for fundamental 
rights (the right to non-discrimination, economic and social rights, the equality 
between men and women, the access to a fair trial and effective remedies, and the 
right to private and family life, as well as the protection of personal data) produced 
by machine-learning algorithms fed with low-quality data [FRA, 2019a].

10. A representative example of the impact  
of digitalization on the regulative and supervisory  
dimension: algorithmic revolution and tax law

At this point of our analysis, it is of paramount importance to consider an even 
more practical aspect of the thesis so far elaborated. As one easily sees, the dema-
terialization of the usual activities of digital multinationals thanks to algorithms 
makes it difficult to identify the territory in which these multinationals act and 
obtain their income. Therefore, the two fundamental concepts of international 
taxation — source and residence — are put into question [Pistone P., 2016: 395 ff.].

The fact that digital business is based on dematerialized goods and services 
abolishes physical presence in a specific jurisdiction through such material struc-
tures as offices, factories, and warehouses. Digital business is free to move across 
states without particular difficulty, since it is not linked to any territory by forms of 
stable and tangible presence that would not be easily moveable by their very nature 
[Brauner Y., 2018: 462 ff.]; [Cipollina S., 2014: 21 ff.]. At the same time, even the 
source of income becomes malleable, since transactions are dematerialized, often 
conducted in a non-place (such as the cloud), and are not linked to the production 
and delivery of a good that can be placed in a certain physical space: they depend 
on the location of the user with his device, an uncertain and changeable element 
by its very nature. The identification of the state with the right to tax relevant in-
come is, therefore, called into question [De Wilde M., 2015: 796 ff.]. Moreover, in 

6 Bundesverfassungsgericht [BVerfG] [Federal Constitutional Court] Feb 27, 2008, 120 
Entscheidungen des Bundesverfassungsgerichts [BVerfGE] 274 (F.R.G.).

7 In the European context, this was the case of the judgment made by the court in Google 
Spain and Google v CNIL.
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the context of the digital economy, there is uncertainty in the determination of 
taxable income, since most of the time the user does not pay a sum of money but 
accesses services free of charge by providing his/her personal data; it is therefore 
difficult to determine the economic value of a transaction for a company. One of 
the main characteristics of the digital economy often emphasized by the OECD is 
the economic exploitation of hard-to-value intangibles: hard-to-value intangibles 
[…] means intangibles that the current arm’s-length-based transfer pricing regime 
is unable to regulate [Brauner Y., 2014: 98 ff.].

The fiscal consequences of the use of algorithms can also be seen in the field 
of intelligent machines employed in industrial production. Due to its relation to 
physical goods sold against payments on traditional markets, there are no prob-
lems related to the residence of the company or to the identification of its source 
of income. However, in some situations, companies can gain a competitive advan-
tage over others by investing in automation and thus achieving higher production 
levels at lower cost. This entails the replacement of human labour (including, to a 
certain extent, intellectual labour) by machines with a consequent loss of revenue 
for the state, since workers who lose their jobs to robots stop receiving wages and 
are therefore no longer subject to income tax. This creates problems for public cof-
fers, all the more so as they have to finance social support measures for different 
categories of workers expelled from the production system. It should be said that 
some analysts have called for public intervention to protect weaker categories of 
workers. They propose, among other things, creating a national dividend by mak-
ing each technological enterprise confer part of its actions to a public trust so that 
every member of the community becomes a de facto shareholder. Rather than dis-
couraging the development of robotics by introducing a tax, the national dividend 
would allow all members of a given society to have a decent standard of living even 
if all human workers were replaced by robots [Varoufakis Y., 2017].

As in all revolutions, new and unexpected situations arise rapidly (and violent-
ly — understood not in a physical sense but with reference to the incisiveness of 
the change that they impose on previous situations) and, as such, are not covered 
by the legal regulations in force, albeit the latter are designed and implemented for 
very different situations. At the same time, there emerges a category of subjects 
(whether digital multinationals or manufacturing companies capable of automat-
ing their production processes) that are able to take advantage of such situations, 
drawing fiscal benefits that may be lawful, as they are generated in strict compli-
ance with the rules in force, yet act to the detriment of both competitors and the 
community and ultimately put the social pact to a very severe test. Finally, as a 
consequence of the two elements just mentioned, there appear clear ruptures in 
the economic and social order with the drain of public resources and the simulta-
neous emergence of social tensions fuelled both by small local businesses, pressed 
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by digitization, and by the mass of workers for whom the social protection of the 
state becomes increasingly insufficient (in particular, due to the loss of revenue 
mentioned above).

In short, the fiscal component of the algorithmic revolution first impacts the 
economy and then (just as all revolutions) spills over to society and public systems 
designed to ensure its prosperity.

One must therefore ask whether tax law, with its current principles and rules, is 
able to cope with this emergency by mitigating social risks through a fair redistri-
bution of wealth among the affiliates or whether, on the contrary, it is not up to the 
task, as many of its basic concepts and institutions need to be rethought in view 
of lessons deriving from other branches of law (international and EU law as well 
as constitutional law), since what is at stake is not just tax revenues but the entire 
system of individual and collective rights, as well as the rules of the economy based 
on a level playing field and the social function of enterprises.

It seems that the most alarming consequence of the algorithmic revolution, 
seen through the prism of tax law, is not so much that some operators can generate 
unimaginable profits that can make them compete even with sovereign states but, 
rather, the fact that these profits are not, in the majority of cases, submitted to a 
fair level of taxation in the state (or states) where they are generated and where the 
need for a more intense participation in public expenditure is therefore greater. 
We are thus faced with a situation in which a more favourable tax position is at 
odds both with the inalienable solidaristic aspect of tax duty [Sacchetto C., Pezzi-
ni B., 2005]8 and with the social mission of enterprises that is now strongly emerg-
ing in doctrinal reflection and practice. This means that market advantage with the 
concomitant increase in available profits is not — as it should be — a presupposi-
tion for solidarity with the territorial and social communities that made it possible 
but, in a paradoxical reversal of the situation, is the result and consequence of the 
failure to fulfil one’s duty to contribute to the public expenditures of the state in 
which the value was created and, in a distinct yet related manner, to direct the self-
ish aims of the enterprise towards objectives of social utility (or at least towards 
not harming the local community).

8 The vast scope of the doctrinal debate on the function of taxation and its link, through the 
ability to pay, with the principles of substantial equality and solidarity prevents us from giving 
an adequate account here. We should simply say that scholarly studies on this subject often em-
phasize the connection between the contribution to public expenditures and the need to take 
into account the role of the taxpayer within the social organization [Gallo F., 1998]. It follows 
that taxation is an instrument through which the individual participates in the social organiza-
tion both as a person who benefits from goods and services made available by the state and as 
a contributor to the relevant expenses. Thus, if there is taxation, then there is a social structure 
within which the taxpayer moves.
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One therefore understands that, unless the fiscal consequences of the algorith-
mic revolution are regulated, they can call into question the very foundation of the 
social pact, to which the fiscal duty is connected as a manifestation of solidarity 
within an organised community, not only within the borders of an individual state 
but also in a wider sphere (as the experience of the European Union shows).

11. The possible reactions of the tax system:  
interventionism or laissez faire?

The question arises whether tax law can be made to play a positive role in the 
management and regulation of the situations described above [Lesage D., Vermei-
ren M., 2011: 43 ff.]. Opinions diverge on this matter. On the one hand, there exist 
advocates of a more incisive role of tax law in the sense that new forms of taxation 
should be imposed on new activities to allow states with ordinary tax regimes to 
recover revenues for their own welfare needs. On the other hand, there are those 
who value the role of the market, which is capable, or so they argue, of striking a 
balance between antagonistic conditions on its own. It has been held that automa-
tion and AI are not necessarily synonymous with technological unemployment 
and its negative effects and that technological change can, in fact, create new types 
of jobs [Falcão T., 2018: 127–131]. Indeed, the introduction of a levy with a balanc-
ing function could have the opposite effect, inducing the most advanced operators 
to abandon the state and depriving it of the advantages of their presence (in terms 
of investments and infrastructures). 

The first direction, which we could call sovereign”, promotes the strong role 
of state and the redistributive effect that taxes generate; the second (“liberalist or 
market”) approach opposes all regulation in the name of the trust in progress and 
the ability of the market to find a vaccine against the inequalities that new phe-
nomena initially produce. Both approaches seem weak, as they are based on con-
troversial assumptions. Indeed, the sovereign approach fails to resolve the prob-
lem of capital flight in the new economy as a result of the unilateral, and therefore 
uncoordinated, introduction of restrictive fiscal measures. Similarly, liberalist 
theories adopt an abstract philosophical vision that is increasingly refuted at the 
practical level on account of the persistent inequalities that favour only a few large 
operators to the detriment of most others.

A third way can be proposed. It seeks to combine economic freedom and the 
protection of the tax revenues of states by enhancing, as a balancing element, indi-
vidual and social rights in a supranational perspective. A multilateral approach is 
therefore needed, making it possible to regulate the activities of algorithmic com-
panies while avoiding the negative consequences of unilateral measures [Garcia 
Antòn R., 2016: 148 ff.]; [Pistone P., 2014: 3 ff.]. Multilateralism calls for synthesis 
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that would, on the one hand, ensure that national systems are incapable of exerting 
unfair competition by failing to comply with supranational guidelines and, on the 
other, reduce the gap with traditional companies. An example would be negotiat-
ing multilateral international instruments aimed at making states introduce uni-
form taxation systems for high-tech corporate income [Avi-Yonah R., 2015: 33 ff.] 
a guaranteed minimum level of taxation would protect the revenues of the most 
advanced states (and therefore the stability of national welfare systems), while the 
uniformity of rules, at least in the tax domain, would discourage multinationals 
from moving their businesses elsewhere in search of better conditions.

Without a doubt, such proposed tax measures are not new. Global tax gov-
ernance has been discussed for some time now now [Rosenblum D., Noked N., 
Helal M., 2014: 183 ff.]; [Stewart M., 2012: 152 ff.] and largely been accepted in 
principle. Some authors have observed that the traditional defensive model, which 
lies at the root of the concept of unilateral taxation, is giving way to a suprana-
tional approach based on international cooperation between states, even though 
this path is full of difficulties [Cipollina S., 2015: 356 ff.]. Such an approach has to 
be a substantial multilateral intervention, i.e., it should deal with the fundamental 
elements of taxation linked to the profits of the algorithmic economy. In short, the 
aim should be to sign an international agreement for introducing a global system 
of taxation introducing a minimum tax rate for income deriving from activities re-
lated to this economy that would be applied in every country. Two remarks should 
be made in this respect.

First of all, the OECD has been working for some time already on a common 
proposal to introduce a form of minimum tax in the digital economy [Englisch J., 
Becker J., 2019]: according to this project, the source state, in the event that the 
state of residence of the company does not, for some reason, levy taxes on the 
income it produces, would be entitled to intervene by levying a tax to attain the 
specified minimum level. The work of Pillar II of the BEPS project (also known 
as the global anti-base erosion or GLOBE proposal), which aims at introducing a 
minimum level of taxation on the profits of multinational enterprises [Pistone P., 
Nogueira J., Andrade B., Turina A., 2020], is proceeding slowly, yet the approach 
seems to be acceptable and could therefore be extended to the robotization of in-
dustry. One could specify, for example, that exceeding a certain level of automated 
production (measured by the degree of replacement of human workers by robots) 
should in any case lead to a greater imposition in the state where this phenomenon 
occurs or, failing that, in the states of the outlet markets for finished products.

The proposal of introducing a minimum level of taxation to be applied alter-
nately in states that show the political will to impose the new rule would have the 
effect of underlining the solidarity function of taxation as an instrument of par-
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ticipating in public expenditures for the benefit of all affiliates, including the less 
prosperous. It would not, in short, be a sanction against entrepreneurial phenom-
ena that are lawful and positive. The tax would, instead, serve to redistribute wealth 
not only within a single system (which is the function of taxation in state systems) 
but also in a supranational context. Here, the now irreversible interrelation between 
states, regional authorities and the international community requires the pursuit of 
broader redistributive tax justice that would fill the gaps not only between classes but 
also between different states [Essers P., 2014: 54 ff]; [Hongler P., 2019].

This perspective has very broad implications that can only be hinted at here. The 
current emergency caused by the coronavirus demonstrates the interdependence, 
for better or for worse, of states that are part of the globalised world; the decisive 
importance of technological evolution; and thus the need for fiscal justice to apply to 
those economic operators that are most advantaged by progress in order to provide 
states and international bodies (in particular, the EU) with the resources to inter-
vene in urgent cases to protect the most vulnerable parts of the population.

There are many difficulties involved in achieving such an arrangement. The 
greatest problem is that decision-making power remains in the hands of states, 
which are driven to take unilateral and therefore uncoordinated measures. The lat-
ter not only risk being ineffective but can also trigger conflicts of a wider scope, as 
demonstrated by the reaction of the United States to the introduction of a digital 
tax by the French Parliament. This rigidity should not weaken efforts, however. The 
doctrine must propose solutions that may not be realizable today on account of his-
torical and political contingencies. In this context (and in the context of the broad 
debate that has developed in recent years at a philosophical rather than a juridical 
level [Koche R., 2019: 41 ff.]), the re-evaluation of the solidaristic function of taxa-
tion beyond the borders of any individual legal system appears to be a fundamental 
key to interpreting the new phenomena [Koche R., 2019]. It would help to justify 
both the greater burden imposed on companies operating in high-tech sectors and 
the need for the results of this imposition to be shared in a supranational perspective.

12. Algorithms, computability and the future of law

As much as the other themes considered earlier, decisions are a key theme with 
which contemporary law must deal. We take decisions all the time, and we do so 
more and more often, relying on the support provided by new technologies at 
several different levels. In politics, the very role of parliament is being replaced 
by forms of digital democracy that completely overturn the modern concept of 
democracy. Obviously, many ethical questions are involved: new technologies are 
changing ethical problems, on the one hand, and we are beginning to see the prob-
lem of entrusting certain automatic decisions to machines, on the other. The world 
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economy is increasingly controlled by algorithms, and global stock exchanges are 
operating at the speed of light. There are digital platforms based on machine learn-
ing systems that can propose an ideal partner by examining affinities, desires, and 
many other parameters that we are not even able to control. Every time we buy a 
book or anything else online, profiling systems suggest other goods to buy. If you 
liked this one, then you might also like another. In short, we increasingly make 
decisions at the suggestion of machines. 

Are these decisions carefully considered, however? Clearly, the main problem 
for us here is that of the legally relevant decision. For a jurist, the decision par 
excellence is the court judgment. We increasingly speak about technologies ap-
plied to the work of judges and courts [Sartor G., Branting K., 1998: 216]. Digital 
evidence is a highly debated topic today, all the more so as a whole range of instru-
ments is applied to legal procedure. However, the problem that interests us here is 
more specific: the algorithmic decision [Barfield W., 2020].

The spectre of the robot-judge is haunting law today. An automatic judge is a 
nightmare for some. The prospect of machines working alongside humans gener-
ates the fear that the former may replace the latter [Pasquale F., 2020]. An auto-
matic judge is frightening, because judging must also involve listening. The judg-
ment is a place where general and abstract law comes to terms with the embodied 
reality of society. In judges, we also look for the humanity of this reality, which is 
always particular and concrete, while machines are seen as lacking all passions and 
emotions. However, even if this were true, our tradition also includes the ideal of 
an impassionate judge.

We firmly believe that algorithms are not good or bad, right or wrong: it is the 
application of algorithms that is good or bad, right or wrong. Law cannot pass by 
the opportunities that such an instrument offers, yet it should not suffer its adverse 
effects, either. Law must govern technology [Wischmeyer T., Rademacher  T., 
2020], striking a balance between synthetic and human, impartiality and emo-
tivity, the law of silicon and the law of flesh. Law must remain human, precisely 
because it is artificial in the sense indicated above.

Law is not only a set of public norms. The cognitive heritage of a legal system is 
not only formal, i.e., computable, but also heuristic, i.e., based on experience and 
practical observations.  The result is that law does not offer any mathematically 
calculable solutions. Law is not fully computable. 

It is obvious that law is undergoing a great evolution. One thousand years ago, 
custom was the quasi-exclusive source of law. Law was jurisprudential, i.e., made 
by experts. With the modern state, law has become (predominantly, if not exclu-
sively) an expression of the will of the legislator. Today, we are faced with something 
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totally different once again. It is unlikely that law will be entirely produced by ma-
chines in the near future. It is too early for dystopian visions. The most likely sce-
nario is that something hybrid will arise [Hildebrandt M., Gaakeer A., 2015].

Information technologies are inevitably presenting problems in every field of 
knowledge. We agree with those who say that our time will be remembered as a 
revolutionary era that upset previous social, economic, political, cultural and even 
mental models. Just as writing and printing before, digitization opens up hitherto 
unimaginable possibilities as well as posing problems that need to be addressed. 
The resulting social transformations are still in the making, of course. Neverthe-
less, this process has already led to disruptions that are visible to everyone. If legal 
science wants to maintain contact with society (and reality), it cannot disregard 
the new technologies. 

Knowing the methods and techniques of information technology is a prereq-
uisite for understanding the functioning of information society, including its legal 
aspects. This is a complicated task insofar as it requires jurists to tackle problems 
that go beyond traditional legal issues. It is also a challenge that compels jurists to 
engage on two fronts at once. 

On the one hand, the question of how information technology can contribute 
to solving the practical and theoretical problems of legal science remains open. 
On the other, there exists the problem of constantly renewing classical legal disci-
plines in the face of the remarkable changes that the ICT revolution is producing 
in society [Galloway K. et al, 2019: 27–45]. 

The jurist should face the new challenges of today without fear and without nos-
talgia. To this end, he must consent to the necessary dialogue between jurists of dif-
ferent backgrounds, between jurists and non-jurists, and between jurists and society. 

Let us therefore continue to teach about larceny while also helping students 
to understand how phishing is handled in criminal cases in our legal system. We 
must emphasize the unchanging value of the definition of usufruct in the Corpus 
juris civilis while also reflecting about the legal responsibilities of Internet service 
providers. We should not throw away the voluminous tomes of the Pandectæ, yet 
we should not keep them as a yoke on our shoulders, either. Let us climb upon 
them to look further into the distance.
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Introduction

Despite its recent appearance, FinTech has already become a major industry 
that combines rapidly developing technologies (digital solutions, blockchain, ar-
tificial intelligence (AI) and machine learning, Internet of things (IoT), big data, 
etc.) with financial products and services. This has led to the emergence of new 
terms and concepts such as DeFi (decentralized finance). 

The experience of the 2008 crisis is important to analyse the current 2020 situ-
ation and crisis outcomes. It helps to understand present-day issues and predict 
future trends. The year 2008 apparently gave rise to new FinTech projects and ini-
tiatives for the innovation and renewal of banking, insurance, payment systems, 
lending and other financial areas [Arner D. et al, 2020: 4]. 

The period 2020–2021 will be even more significant in our opinion. The world 
has changed, and technology solutions have become vital for financial players to 
survive and remain competitive. 

Today, most countries are keen to regulate FinTech and support innovation. 
The adoption of new regulations has accelerated on account of the social and eco-
nomic impacts of the financial crisis [e.g., Fenwick M., Uytsel S., Ying B. et al, 
2020: 31]. The challenges of the future post-crisis FinTech industry will require 
even greater reorganization and re-evaluation of standard approaches on the part 
of regulators and legislators, as well as far-going international law harmonization 
and collaboration at different levels (between governments, regulators and cross-
border associations such as R3 for legal initiative proposals)1.

The pandemic outburst has proven the importance of new mechanisms for 
technology implementation and of common international standards and rules of 
the game that have yet to be elaborated. In this article, we focus on several Fin-
Tech areas that could be the drivers of the post-crisis revival and on recent trends 
in regulation updates and related problems as well as analysing some approaches 
taken in Russia and other countries, including EU member states. 

1 R3 is the Association of Business Recovery Professionals. Available at: https://www.r3.org.
uk/ (accessed: 25.11.2020)
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A retrospective review of previous post-crisis measures is useful for understand-
ing the efficiency of the new measures to be taken. A cross-jurisdictional compara-
tive analysis should help to uncover the best solutions in specific FinTech areas and 
mechanisms for the general development of the economy such as sandboxes and ex-
perimental legal regimes [Allen H., 2020: 30]. Such work may assist in the unification 
and harmonization of international approaches and the identification of best practices 
and common standards for financial technology regulation that can open a new era in 
FinTech [Arner D. et al, 2016: 44]. While Professor Arner and his colleagues believed 
that the time has not yet come to move to internationally standardized regulatory ap-
proaches in FinTech, governments can no longer put off this issue today. 

Russia has declared the national importance of FinTech and the digitization 
of the economy. The National Digital Economy Programme reflects this develop-
ment priority2. Nevertheless, the nascent crisis has already had a serious impact 
on these plans. The state budget for new technology projects is being cut, and 
resources are being redistributed to healthcare and the support of the most af-
fected businesses3. Nevertheless, there remains an acute need for upgrading the 
legal framework; this work is continuing and will be even more important for 
economic recovery — in this regard, we support the view expressed in Pulse of 
FinTech by KPMG [Pollari I., Ruddenklau A. et al, 2020: 8]. Compared to Russia, 
such European countries as Switzerland, Liechtenstein, Malta, have proven more 
efficient in FinTech regulation.

The regulatory and supervisory authorities in the aforementioned jurisdic-
tions have adopted regulations providing special legal regimes and sandboxes for 
FinTech firms and even new FinTech licenses for legal operation. The issue of 
FinTech licenses and the inevitable competition between classic financial (credit) 
institutions and new FinTech firms will be discussed in more detail below. 

Despite the current crisis, the year 2021 looks promising in the domain of un-
derstanding and regulating products and services based on distributed ledger tech-
nologies (DLT) and integrating other technological solutions into FinTech regulation. 

1. Major Trends

The following trends should appear in 2021:
Globalization & harmonization — the development of crypto-related regula-

tions and laws will continue, and the number of progress-oriented countries will 

2 The National Digital Economy Programme of the Russian Federation was adopted on 
July 4, 2019. The Programme includes the current normative regulation of the digital industry. 
Available at: URL: https://digital.gov.ru/ru/activity/directions/858/ (accessed: 25.11.2020) 

3 For more details, see, for example, Government Order no. 1006-p of April 13, 2020. Avail-
able at: URL: http://publication.pravo.gov.ru/Document/View/0001202004140032 (accessed: 
25.11.2020) 
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grow. This will most likely lead to the need for the harmonized regulation of the 
FinTech area, especially in such economic and political unions as the European 
Union (EU) and the Eurasian Economic Union (EAEU). On September 24, 2020, 
the European Commission (EC) adopted a new Digital Finance Package that will 
transform the European economy in the decades to come. The package aims to 
improve the competitiveness of the continent’s FinTech sector and technologies, 
while mitigating risks and ensuring financial stability. 

The new regulatory framework includes a novel regulation — Markets in Cryp-
to Assets (MiCA)4. This regulation should ensure the support of innovative proj-
ects, a unified regulatory approach to different kinds of virtual assets, the regula-
tion of specific activities within the EU, and the delineation from the regulation of 
securities and financial markets and electronic payments. General customer and 
investor protection rules should still apply.

At the same time, some proposals have been discussed in the global context. 
For example, the International Monetary Fund (IMF) has published several pol-
icy papers. IMF specialists agree that technology is changing the landscape of the 
financial sector, increasing access to financial services... and these changes have 
been in motion for several years, affecting nearly all countries in the world”5. 

Nevertheless, the development of global policies on FinTech-related issues will 
not be driven by the IMF. The key role shall continue to be played by standard-
setting bodies such as the Group of Seven (G7), the Group of Twenty (G20) and 
the Financial Stability Board (FSB). The FSB defines FinTech as technologically 
enabled innovation in financial services that could result in new business models, 
applications, processes or products with an associated material effect on finan-
cial markets and institutions and the provision of financial services6. In addition, 
the recommendations of FSB specialists state that different crypto assets definitely 
have the potential to enhance the efficiency of the provision of financial services, 
but may also generate risks to financial stability, particularly if they are adopted 
at a significant scale… while such financial stability risks are currently limited by 
the relatively small scale of these arrangements, this could change in the future”7. 
Generally, their recommendations call for regulation, supervision and oversight 
that would be proportional to the potential risks. These risks may relate to chal-

4 Regulation of the European Parliament and of the Council on Markets in Cryptoassets 
(MiCA) Proposal. Available at: https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX-
%3A52020PC0593 (accessed: 26.11.2020) 

5 Sahay R., Beaton K. et al (2020) The Promise of FinTech: Financial Inclusion in the 
Post-COVID-19 Era. IMF Departmental Paper No. 20/09, p. 11. 

6 Available at: https://www.fsb.org/work-of-the-fsb/policy-development/additional-poli-
cy-areas/monitoring-of-fintech/ (accessed: 26.11.2020)

7 FSB. Final Report and High-Level Recommendations 2020 P.1. Available at: https://www.
fsb.org/wp-content/uploads/P131020-3.pdf (accessed: 27.11.2020)
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lenges to financial stability; consumer and investor protection; data privacy and 
protection; financial integrity, including compliance with rules governing anti-
money laundering and countering the financing of terrorism and proliferation 
(AML/CFT); tax evasion; fair competition and antitrust policy; market integrity; 
sound and efficient governance; cyber security and other operational risks; as well 
as the safety, efficiency and integrity of financial market infrastructures (FMIs) 
(e.g., payment systems); and resolution and recovery considerations8.

The FSB has agreed to the following actions as key building blocks of the road-
map to enhance cross-border payments commissioned by the G20:

First of all, the completion of international standard-setting work by December 
2021. These standards should become guiding principles for further cooperation.

Second, the establishment or adjustment of cooperation arrangements among 
authorities by December 2021 (and subsequently as needed based on market evo-
lution).

Third, at the national level, the establishment and/or adjustment of regulatory, 
supervisory and oversight frameworks consistent with FSB recommendations and 
international standards and guidance by July 2022.

Finally, the review of implementation and the assessment of the need to refine 
or adapt international standards by July 20239.

The Financial Action Task Force (FATF) has expanded the aforementioned 
FSB findings in the FATF report to the G20 on stablecoins. The FATF has found 
that crypto assets (in particular, stablecoins) share many of the same potential 
money laundering and terrorist financing risks as some virtual assets in virtue of 
their potential for anonymity, global reach and layering of illicit funds10.

1.1. Development of Regional Regulations 

Local regulations have become a leverage and investment-promotion instru-
ment for some countries, e.g., in the domain of blockchain. Smaller European 
countries have been more active and successful in improving their legal frame-
works to support innovation. The introduction of new legislation for supporting 
innovations that trigger economic development and attract investments has be-
come popular worldwide. Some offshore jurisdictions (such as the Cayman Is-

8 Ibid. P. 7. 
9 Available at: https://www.fsb.org/work-of-the-fsb/policy-development/additional-poli-

cy-areas/monitoring-of-fintech/ (accessed: 26.11.2020) 
10 FATF (2020), Report to the G20 Finance Ministers and Central Bank Governors on 

So-called Stablecoins. P.32. Available at: https://www.fatf-gafi.org/media/fatf/documents/
recommendations/Virtual-Assets-FATF-Report-G20-So-Called-Stablecoins.pdf (accessed: 
26.11.2020)
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lands, BVI, Bermuda, etc.) and post-Soviet countries have begun to regulate cryp-
to and digital assets [Ward M. et al 2020: 39]11.

Technology development — the interest of different governments in FinTech is 
driven by the growing potential of technologies. 

Technological giants such as Alibaba, Alphabet, Apple and Tencent focus on 
FinTech projects, especially in developing markets — whether directly or by forg-
ing investments. Not only Big Tech companies but even FinTech startups invest 
in other emerging firms in order to augment their capabilities, get access to talent 
more quickly, and grow. This area is interesting for governments, as it includes the 
development of artificial intelligence (AI) that can be used by government bodies 
in different sectors, including the financial domain.

In Russia, for example, the use of robots and AI in financial services (legitimate 
sources of information, its status, cybersecurity, know your customer/anti-money 
laundering (KYC/AML), algorithmic trade, the use of bots, sources of information 
for AI, etc.) has become the subject of regulators’ attention following Presidential 
Decree no. 490 On the Development of Artificial Intelligence in the Russian Fed-
eration of October 10, 2019 (the AI Decree together with the National Strategy 
of AI Development for the Period until 2030)12. A new experimental regime was 
launched in Moscow in 2020 as the specific legal regime for AI-related projects. In 
this area, not much has been done in the domain of regulation so far, yet the latter 
has been clearly declared the top priority. 

In addition to innovation potential, such aspects of progress as the human fac-
tor, privacy and the elaboration of standards for drones and robots should not be 
overlooked. Here we should note the legislative initiatives of some leading market 
players (Media Communication Alliance, FinTech Association), including a Data 
Ethics Code, which should serve as the regulatory foundation for big data. A draft 
version of the Unified Information Code is still being reviewed. It should system-
ize legislative acts in the areas of telecom and information and integrate different 
acts on information, information technology, data protection and other issues. 
An important new document has finally been enacted: Federal Law № 258-FZ On 
Experimental Legal Regimes in the Digital Innovation Field in the Russian Federa-
tion of August 31, 2020 (“ELR Law”) that will come into force on January 28, 2021. 

Digital technology projects in the financial industry should be managed by the 
Central Bank and may become the subject of a separate regulatory regime. This 
is a long-awaited act. Sandboxes and experimental regimes — banks in different 
jurisdictions (including Russia) are highly active in new technology implementa-

11 Russia, Belarus, the Ukraine and some other post-Soviet countries are currently working 
on the development of FinTech regulations (e.g., the Russian Central Bank and the National 
Bank of Ukraine are currently developing sovereign e-currencies). 

12 Available at: URL: http://www.kremlin.ru/acts/bank/44731 (accessed: 27.11.2020)
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tion and the establishment of accelerators (e.g., Sberbank, Tinkoff, VTB). As the 
regulator, the Central Bank of Russia (CBR) may be rather conservative, yet it is 
proactive as the promoter of new technologies. 

The CBR launched a sandbox in April 2018 for piloting and modelling pro-
cesses for new financial services and technologies in the event that regulations 
need amendment13. In general, such sandboxes facilitate conducting risk analysis, 
justifying the expediency of new projects, elaborating the required regulations (if 
needed), and supervising projects. To address this, the special CBR Expert Mar-
ket Participants Council (including technology and financial market associations) 
and the Inter departmental Expert Council (government bodies) have been estab-
lished. An applicant can be any entity proposing an innovative financial project. 
The CBR analyses the need for implementation via its council (with additional 
questions and technological tests). Pri ority is given to digital technologies. The 
DLT itself and the crowdfunding platforms controlled by the CBR are welcomed 
by the regulator, while foreign cryptocur rency and tokens issued abroad are not. 
The new federal law shall be another incentive for further development. 

The Swiss FINMA and Singapore MAS precedents of creating new legitimate 
grounds and attracting investments by reviewing projects on a case-by-case basis 
could be much more successful for Russia than lengthy vertically governed legisla-
tive processes and their subsequent implementation, especially in view of rapidly 
changing technologies. The CBR is not highly active in Russia compared to regula-
tors in Switzerland, Liechtenstein, Singapore, Malta and other countries.

Taxation of crypto assets — besides the development of AI and experimental 
regimes for FinTech companies, states are also interested in controlling and taxing 
crypto assets and crypto-related activities such as mining, payment systems, etc. 

The Russian Ministry of Finance has proposed draft amendments of the Fed-
eral Tax Code for the declaration of crypto assets, yet they are far from ideal, and 
the understanding of the technological aspects of digital assets remains low at the 
level of implementing officials. Certain innovation-related tax benefits are also be-
ing discussed.

FinTech & blockchain licenses– some countries have implemented digital 
banking and FinTech licenses to stimulate competition and deliver services to un-
der-served/un-served segments of the population and to support innovation. New 
FinTech firms and digital neobanks may now be regulated by more appropriate 
legislation without the burdensome rules for traditional banks. For more informa-
tion on FinTech licenses, see Neobanks. New FinTech and Blockchain-Related 
Licenses below.

Decentralized financing (DeFi) — new decentralized applications in place of 
traditional financial service providers are rapidly occupying a substantial market 

13 Available at: http://old.cbr.ru/eng/fintech/regulatory-sandbox/ (accessed: 27.11.2020) 
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niche. The new technologies help to reduce transaction costs, facilitate the inte-
gration of decentralized platforms with each other, produce distributed trust with 
no single failure point, and reduce costs by the elimination of mediators. The new 
business models are highly competitive. Decentralized financial services may be-
come even more decentralized, innovative, interoperable, borderless, and trans-
parent [Chen Y., Bellavitis C., 2019: 27]; [Zetzsche D. et al 2020: 56]. Centralized 
DeFi players are more reliable in comparison to decentralized ones, and so the 
combination of efforts with regulated players allows the segment to access insti-
tutional players and become accepted. DeFi is attracting the attention of central 
banks and the leaders of classic finance industry. DeFi approaches are also taken 
into account by regulators for the sovereign issue of digital currencies that have 
become a hot trend in 2020. 

The first steps have already been taken. On October 9, 2020, the Bank of Inter-
national Settlements (BIS) together with seven central banks of different countries 
published the first central bank digital currency (CBDC) report laying out the key 
requirements14. 

The BIS Report outlines the foundation principles and core features of a CBDC. 
About 10% of leading central banks are ready to introduce their own digital hard 
currencies to replace cash. 

Although many legal issues must still be cleared, the idea is already being put 
into practice in pilot programs in such states as Sweden and China, while Russia’s 
Central Bank has published a report and announced public consultations15.

Institutional players and regulated crypto services — alliances and partnerships 
will accelerate between Big Tech players and FinTech-oriented firms, traditional 
corporations and startups and even between the FinTech firms themselves; more-
over, these partnerships will be highly regulated and customer-oriented. The un-
packing of financial products will lose popularity as consumers increasingly seek 
a solution to complex and fragmented digital issues, preferring a trusted platform 
over an unknown application. PayPal is partnering with PAXOS to allow its clients 
to buy crypto (yet not to sell or trade it). Binance is issuing BUSD with NYDFS 
and PAXOS — its first regulated stablecoin16.

Collaboration or competition: classic financial institutions and FinTech 
firms — FinTech firms and challenger banks will continue to expand the range 
of their service offerings beyond their initial niche area. The focus on open data 

14 The BIS Report was drafted together with the European Central Bank, the central banks 
of Canada, Japan, Sweden, Switzerland, and the United Kingdom, and the US Federal Reserve. 
For more details, see the official BIS webpage. Available at: https://www.bis.org/press/p201009.
htm. (accessed: 28.11.2020) 

15 Available at: http://cbr.ru/analytics/d_ok/dig_ruble/ (accessed: 28.11.2020) 
16 Available at: https://www.paxos.com/busd/ (accessed: 28.11.2020) 
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opportunities will move beyond banking into other aspects of the financial service 
industry as well as solving common difficulties in other sectors such as power, 
telecommunications, etc. Deals based on FinTech will predictably be seen in ju-
risdictions outside of traditional markets, such as Southeast Asia, Latin America 
and Africa.

Confidentiality or transparency, preventing money laundering and terrorism 
financing vs. protecting privacy — anonymity in finances is almost non-existent, 
including the crypto space when it comes in touch with classic finance. 

In the following sections, we will discuss in greater detail the impact of FinTech 
on payments, the traditional banking system, and the regulation of the financial 
sector as well. 

1.2. Neobanks. New FinTech and Blockchain-Related Licenses 

Payments are essential for the proper functioning of the economy. McKinsey 
estimates that global payment revenues totalled $1.9 trillion in 2018 and con-
tinued to grow in 2019 [Bruno P. et al, 2019: 2]. While banks have traditionally 
dominated the payments market, they are currently facing intense competition 
from FinTech firms, on the one hand, and sovereign states, on the other [Panza-
rino H. et al, 2020: 10]. In the United States, for example, technology giants such 
as Google, Facebook, and Microsoft have already entered the payments market. 
In China, mobile payments for consumption alone account for about 16% of the 
GDP17. In addition, regulations such as the Revised Directive on Payment Services 
(PSD 2)18 in Europe or the Services Regulations 201719 in the UK have spurred 
FinTech to enter the sphere of payment services. 

Sovereign states are also contemplating introducing digital currencies of their 
own. In the US, a digital dollar has been introduced three times in different bills 
[Hockett R., 2020: 7]. Previous bills of March 2020 suggested distributing imme-
diate digital cash relief for recovery from COVID-19, but this was not approved. 
Instead, the aforementioned acts have proposed that digital dollar wallets should 
become available by the start of 2021. The bill calls for a universal basic income of 

17 BIS Annual Economic Report (2019) Big tech in finance: opportunities and risks”. P. 58. 
Available at: https://www.bis.org/publ/arpdf/ar2019e3.pdf (accessed: 01.12.2020)

18 The PSD 2 requires banks to provide customers’ account information, upon their con-
sent, to third-party payment providers in a standardized form. For more details, see the Eu-
ropean Commission webpage: https://ec.europa.eu/info/law/payment-services-psd-2-direc-
tive-eu-2015-2366_en (accessed: 01.12.2020) 

19 By adopting the Services Regulations 2017, the UK implemented the Second Electron-
ic Money Directive and the PSD 2. Available at: http://www.legislation.gov.uk/uksi/2017/752/
contents/made. (accessed: 01.12.2020)
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$2,000 per month for all US citizens during the crisis and, after that, $1,000 per 
month for a year. 

This should be financed by the issue of $2 trillion in dollar coins”20. Some other 
countries (BRICS member states, Venezuela, etc.) have also considered introduc-
ing national digital currencies [Kakushadze Z., Liew J., 2018: 4–5]. The Russian 
Parliament is also discussing the amendment of legislation on cryptocurren-
cies. On July 31, 2020, the Russian President signed a law on digital financial assets 
and digital currency, including amendments to certain acts (DFA Law).

Russian financial regulators have been hard at work  reviewing a newly  re-
vised version of the DFA Law that would not criminalize Bitcoin or other crypto-
currencies. However, it is safe to say that the regulations on cryptocurrencies were 
imposed. These regulations will be discussed in more detail below.

After the financial crisis of 2008, banks were also forced to comply with Basel 
III21, the Dodd-Frank Act22, and other similar requirements, which led to increas-
ing costs. In response to the aforementioned competition, banks are proposing 
different online services to their customers and trying to reduce high operational 
expenses for employee salaries, the lease of office space, etc. Another issue is that 
classic credit institutions cannot compete with startups. Slow regulatory changes 
and huge institutional players with internal procedures and rules are unable to 
regulate a promptly changing area with a lot of relatively small players. This has 
been an obstacle to the development and investment funding of technology and 
FinTech startups. 

From an industry and regulatory perspective alike, one needs to take a new ap-
proach towards FinTech regulation. From this point of view, the examples of Swit-
zerland, the UK, Liechtenstein, Gibraltar, and Malta are particularly interesting. 

Singapore, known as the Asian Switzerland”, is another world leader that has 
done a lot for harmonizing its financial regulations with Western Europe. How-
ever, a detailed analysis of its legal novelties shall be the subject of an another 
article (upcoming). 

Gibraltar was the first jurisdiction to implement special FinTech regulatory 
legislation. By passing the Financial Services (Distributed Ledger Technology or 
DLT) Regulations 201723 that entered into force on January 1, 2018, the Gibraltar 

20 Available at: https://tlaib.house.gov/sites/tlaib.house.gov/files/ABCAct.pdf.(accessed: 
01.12.2020). The bill was introduced on April 16, 2020. 

21 Basel III is a global regulatory framework on bank capital adequacy, liquidity risks, and 
stress testing. Available at: https://www.bis.org/bcbs/basel3.htm. (accessed: 01.12.2020)

22 The Dodd-Frank Act is an integrated bill that put strict regulations on the US financial 
industry and created programs to stop mortgage companies and lenders from taking advantage 
of consumers.

23 Available at: http://www.gfsc.gi/uploads/DLT%20regulations%20121017%20(2).pdf. 
(accessed: 01.12.2020)
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Financial Services Commission (GFSC) became the standard-setting body licens-
ing any person (legal entity), in or from Gibraltar, that uses DLT for storing or 
transmitting value belonging to others.

Liechtenstein was also among the world’s first jurisdictions to pass a special-
ized Blockchain Act”24. The Blockchain Act applies to all trustworthy technolo-
gies service providers (instead of blockchain or distributed ledger technology”, the 
term trustworthy technology or TT is used). From January 1, 2020, the following 
professional service providers in Liechtenstein must register with the Financial 
Market Authority of Liechtenstein (FMA):

Token issuers — entities publicly offering tokens25 on behalf of third parties 
(e.g., a trading venue carrying out an ICO). Furthermore, persons making a pri-
vate placement must also register if the value of the tokens sold in one year exceeds 
or shall exceed CHF 5 million.

Token generators — entities generating original tokens on behalf of third par-
ties.

TT Key Depositaries and TT Token Depositaries — entities that safeguard to-
kens or private keys for third parties, e.g., in a safe or a collective wallet. This also 
includes the execution of transactions for third parties. These services are typically 
provided by crypto exchanges (such as Bittrex) and wallet providers. 

Generally speaking, the law clearly specifies all the service providers that should 
be registered (licensed) by the Liechtenstein FMA. In addition to the aforemen-
tioned providers, they include TT Protectors and Physical Validators, TT Ex-
change Service Providers, TT Verifying Authorities, as well as TT Price and Iden-
tity Service Providers26. The Blockchain Act aims to improve investor protection, 
combat money laundering and establish legal certainty in regulating blockchain 
projects.

The Maltese legal framework governing the FinTech industry includes three 
main laws: the Innovative Technology Arrangements and Services Act (ITAS), the 
Malta Digital Innovation Authority Act (MDIA), and the Virtual Financial Assets 
Act (VFAA), supplemented by guidance of the Malta Financial Services Authority. 

Licensing issues are regulated by the VFAA. One of the salient features deter-
mining the applicability of the VFAA is the type of asset with which the operator 
deals. Through the application of the Financial Instrument Test, a DLT asset (i.e., 

24 Originally, the Token and TT-Service Provider Act (the so-called Blockchain Act”) was 
adopted by the Liechtenstein Parliament on October 3, 2019, and entered into force on Janu-
ary 1, 2020. Available at: https://www.regierung.li/media/medienarchiv/950_6_04_11_2019_
TVTG_english.pdf?t=1 (accessed: 01.12.2020)

25 In the Blockchain Act (art. 2), a token stands for a piece of information on a TT System 
(i.e., blockchain) and for a kind of container for representing a right. 

26 For more details, see Liechtenstein’s FMA. Available at: https://www.fma-li.li/en/fintech-
and-tvtg.html (accessed: 02.12.2020)
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a cryptocurrency) is classified as a virtual token, a financial instrument, e-money 
or a virtual financial asset in accordance with the VFAA. It should be said that EU 
directives and regulations on markets of financial instruments, e-money, and pay-
ment services, as well as anti-money laundering laws, are additionally applicable. 
The same holds for Gibraltar, as we mentioned earlier. The provision of the fol-
lowing services in or from within Malta in relation to a DLT asset which has been 
determined to be a virtual financial asset in terms of VFAA, requires a license:

Reception & transmission of orders: the reception from an entity of an order to 
buy, sell or subscribe to virtual financial assets and the transmission of that order 
to a third party for execution.

Execution of orders on behalf of other persons: concluding agreements on buy-
ing, selling or subscribing to one or more virtual financial assets on behalf of an-
other entity.

Custody or nominee services: acting as a custodian or nominee holder of a vir-
tual financial asset and/or private cryptographic key or holding a virtual financial 
asset and/or private cryptographic key as a nominee, where the entity acting as the 
nominee is doing so on behalf of another entity.

Portfolio management: managing assets (one or more virtual financial assets 
or arrangements) belonging to another entity with the discretion to invest any of 
these assets in one or more virtual financial assets.

Dealing on one’s own account: trading against proprietary capital resulting in 
the conclusion of transactions involving one or more virtual financial assets.

Investment advice: giving, proposing or agreeing to give personal recommen-
dations with regard to one or more transactions relating to one or more virtual 
financial assets to entities in their capacity as investors or potential investors or as 
an agent for an investor or potential investor.

Placement of virtual financial assets: marketing newly issued virtual financial 
assets or virtual financial assets which are already issued yet not admitted to trad-
ing on a DLT exchange to specific entities without making an offer to the public or 
to existing holders of the issuer’s virtual financial assets.

Operations of a VFA exchange:  virtual financial assets may be exchanged, 
which requires specific regulations.

In order to provide the above services, one needs to obtain a license. There are 
four types of FinTech licenses. VFAA Class 1: license holders are authorized to 
receive and transmit orders and/or provide investment advice in relation to one 
or more virtual financial assets and/or place virtual financial assets. Class 1 license 
holders are not authorized to hold or control clients’ money or assets. VFAA Class 
2: license holders are authorized to provide all VFA services and to hold or control 
clients’ money yet not to operate as a VFA exchange or deal on their own. VFAA 
Class 3: license holders are authorized to provide all VFA  services and to hold 
or control clients’ money yet not to operate as a VFA exchange. VFAA Class 4: 
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license holders are authorized to operate as a VFA exchange, to hold or control 
clients’ money, virtual financial assets and private cryptographic keys, and to pro-
vide custodian or nominee services solely in relation to the operation and activities 
of such a VFA exchange.

The Virtual Financial Assets Act sets down the application procedure and the 
requirements that the service providers must meet in order to receive a license, in-
cluding, but not limited to, organizational requirements, financial requirements, 
operational requirements, and requirements relating to anti-money laundering 
(AML), combating the financing of terrorism (CFT), and cybersecurity27.

The VFAA license only covers services relating to virtual financial assets. If an 
asset is classified as a financial instrument, then any services provided in relation 
thereto (including placement) would require prior authorization under the tradi-
tional financial services legislation. 

The Swiss legal framework governing the activities of traditional banking (fi-
nancial) services and FinTech firms consists of federal acts, implementing execu-
tive orders and a number of circulars, as well as guidance of the Financial Market 
Supervisory Authority (FINMA). In addition, a new FinTech license has been in-
troduced by the recent amendments to the Banking Act 201928. FinTech-related 
companies came into conflict with the Banking Act, as the acceptance of deposits 
from the public requires a banking license. As the Banking Act sets down stringent 
conditions for granting licenses, the banking license serves as a considerable bar-
rier for FinTech companies that want to enter the market. 

The current Swiss FinTech model provides opportunities for all market par-
ticipants, whether established financial service providers or startup companies. 
FINMA takes an intrinsically neutral stance towards new business models and 
technologies and considers innovation as an important factor for the competitive-
ness of the Swiss financial market. At the same time, the Swiss standard-setter pays 
close attention to prudential and conduct supervision29. FINMA only supervises 
institutions it has authorized to engage in financial market activity. This supervi-
sory function is prudential with respect to banks, insurance companies and other 
financial service providers: these institutions must always have adequate capital 
buffers and liquidity and should have their risk exposure under control. 

Switzerland’s model is based on the following core elements: a FinTech license 
allows non-bank companies to accept deposits from the public without conduct-

27 Available at: https://www.mfsa.mt/fintech/virtual-financial-assets/#legislativeRegulato-
ryFramework. (accessed: 02.12.2020)

28 Available at: https://www.admin.ch/opc/de/classified-compilation/19340083/index.html. 
(accessed: 02.12.2020) 

29 FINMA Annual Report 2019. Available at: https://www.finma.ch/en/search/ (accessed: 
02.12.2020)
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ing any lending operations with maturity transformation or interest payments 
(Art. 1b of the Banking Act 2019); the conditions to be fulfilled for obtaining a Fin-
Tech license are less stringent than for traditional banks: deposits may not exceed 
the value of CHF 100 million and may not be reinvested; the minimum capital 
shall always be three percent of the total amount of deposits held yet not less than 
CHF 300,000; a legal entity pursuant to Art. 1b of the Banking Act 2019 is subject 
to supervision by FINMA.

The aforementioned requirements allow FinTech firms to appear and compete 
with classic banks. As of October 26, 2020, there exists a registered entity licensed 
by FINMA pursuant to Art. 1b of the Banking Act 201930: Yapeal AG, a neobank 
registered in Zurich31. Yapeal will offer accounts with Swiss IBAN without being 
tied to an offline bank payment system. Having both FINMA banking and secu-
rities dealer licenses, Sygnum and SEBA32 banks also provide examples of how 
traditional and innovative banking services can be combined. These crypto banks 
enable professional individuals and companies as well as institutional clients to 
invest, safekeep, trade, and borrow against digital and traditional assets, all in one 
space. For Swiss blockchain companies, these banks provide accounts and custody 
for fiat and digital assets. In addition, they intend to issue their own digital curren-
cies (Sygnum, for example). 

 The Russian FinTech market has been growing significantly over the past two 
years in terms of both the number of transactions and the volume of investments. 
The market has several particularities: Russia is a leading global supplier of IT spe-
cialists, and some areas such as P2P lending, crowd investments and cryptocur-
rencies have yet to be regulated. According to some FinTech companies, the key 
challenges facing the Russian market include the low interest of external investors, 
the low spending power of citizens, geopolitical risk and the inflexibility of the 
taxation system. 

In 2018, as we mentioned above, the Russian Central Bank created a regulatory 
sandbox to encourage the development of new financial services and technologies 
such as a system of fast payments, a unified system of biometric identification, and 
a financial supermarket. 

Accelerators such as the FRII accelerator and the HSE incubator regularly sup-
port the development of FinTech startups. FinTech partnership programs de-
signed to help early-stage startups to meet market needs were set up back in 2018 
by Sberbank, Raiffeisenbank, Tinkoff and Alfa Bank. Several banks also acquired 
startups in the field of loyalty and payments, including Alfa Bank (Cardsmobile) 

30 The list of persons licensed by FINMA. Available at:: https://www.finma.ch/en/search/. 
(accessed: 03.12.2020)

31 Available at:: https://yapeal.ch/#intro. (accessed: 03.12.2020)
32 Available at:: https://www.seba.swiss/ (accessed: 03.12.2020)
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and Tinkoff (Cloudpayments). The UK FinTech unicorn Revolut also entered Rus-
sia in 2018 via a licensing deal with Qiwi Bank. Russia’s Central Bank has launched 
a FinTech association and a sandbox designed to support further development. 

The FinoPolis FinTech forum is also strengthening the ecosystem. Cryptocur-
rencies and tokens are legal yet discouraged means of payment while ICOs and 
crowdfunding have gained popularity as alternative sources of capital. Accelera-
tors and incubators such as Russia FinTech Lab, Huobi, Digital Horizon and Digi-
tal October are active in the country, as are over 70 VC firms, which invested a 
total of over 212 million euros in 2017.

2. Blockchain Assets: New Forms 

The past years have witnessed the emergence and development of the main 
approaches to the classification and legal qualification of digital and blockchain-
based assets. Grounded in classical legal theory, new relations and forms of asset 
transfer have led to changes in the terminological framework. Indeed, this was 
the most difficult aspect of all. What is cryptocurrency? How shall it be accounted 
for? As money, goods, derivatives or a programme code protected by intellectual 
property provisions? 

The clear definition and classification of blockchain-based assets is an essential 
condition for their proper regulation by the legal system; this is particularly impor-
tant in the context of the highly regulated financial sector and DLT-based crowd-
funding. The initial understanding of the term and its applications has changed 
not only in theoretical works but also in the practice of regulatory and supervisory 
bodies in different jurisdictions. We should note that the terms smart properties 
and smart contracts were already used by [Szabo N., 1994], which described peer-
to-peer finance operations where all participants are equal (also casting the foun-
dations for DeFi as we know it today) and specified that software should fully 
embed the contractual terms relating to property in the property itself. In 1998, 
the concept was further developed in B-money by Wei Dain, who wrote about 
an independent protocol whose execution would be triggered by a public crypto-
graphic key33.

Without a doubt, the first cryptocurrency that most people heard about was 
Bitcoin. Bitcoin is basically the modern version of the smart contract (just as Side 
Chains, NXT, Ethereum and some other cryptocurrencies) [Savelyev A. 2016: 
7–10]. Bitcoins and smart contracts have certain similar features and operating 
principles. Apart from being a code that may be protected by intellectual prop-
erty laws, Bitcoin is a separate value item per se that can be transferred freely, 
anonymously and without mediators. Some other new digital asset types not only 

33 Available at:: http://www.weidai.com/bmoney.txt. (accessed: 03.12.2020)
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include unique codes but also play a role in the system, have additional functions 
and/or are derivatives from real assets. Many different types of new assets have 
appeared, and they continue to develop today. 

Japan was among the first to acknowledge Bitcoin as legal tender by a special 
act in 2017. To keep up to date with recent progress and market changes, a new 
act entered into force this year as a revision of the Act on Settlement of Funds 
and the Financial Instruments and Exchange Act, and crypto-related regulations 
have been tightened. Apart from the new requirements on margin trading, crypto 
derivatives, risk transparency and hack prevention, the term virtual currencies has 
been replaced by crypto assets”. 

Switzerland has been among the leaders in theory elaboration and regula-
tory development. The first ICO Guidance, issued in September 2017, acknowl-
edged the impossibility of catch-all definitions. A separate warning noted that real 
cryptocurrencies should be stored on distributed networks and use blockchain 
technology”34. Extensive FINMA documents have been published, and the doc-
trine has been supported with high-quality materials, including articles by the 
MME Law Firm on the nature and legal essence of cryptocurrencies and tokenized 
assets. 

The small territory of Gibraltar was the first to adopt advanced DLT-related 
regulations. In early 2014, a private cryptocurrency working group was launched 
to examine crypto matters; in early 2016, the Gibraltar government began to col-
laborate with it, and a discussion paper was issued35. Distributed ledger technol-
ogy is defined in the Financial Services (Investment and Fiduciary Services) Act of 
198936 as a database system in which (a) information is recorded and consensually 
shared and synchronized across a network of multiple nodes and (b) all copies of 
the database are regarded as equally authentic. ‘Value’ includes assets, holdings 
and other forms of ownership, rights or interests, with or without related informa-
tion, such as agreements and transactions for the transfer of value or its payment, 
clearing or settlement.” This approach was subsequently adopted by some others: 
defining not cryptocurrency but the technology and its manifestations and the 
ways how assets are used and issued. On October 12, 2017, the Financial Services 
(Distributed Ledger Technology Providers) Regulations 2017 were made public 
in accordance with the Financial Services (Investment and Fiduciary Services) 
Act. These regulations entered into force on January 1, 2018. Their most important 
effect was to convince organizations that it is good to be regulated. The rules have 
allowed persons who are willing to be regulated and who have stable grounds for 

34 FINMA Report 2017. Available at: https://www.finma.ch/en/news/2017/09/20170919- 
mm-coin-anbieter/ (accessed: 03.12.2020)

35 Available at: http://www.fsc.gi/uploads/GoGPR12102017.pdf (accessed: 03.12.2020)
36 Available at: http://www.gibraltarlaws.gov.gi/articles/1989-47o.pdf (accessed: 03.12.2020) 
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operation to get a special license. Crypto-related financial operations could now 
be licensed just as classic financial services. A local regulated crypto-exchange has 
been launched (Global Blockchain Exchange or GBX).

Malta and other countries have followed in the wake, developing their own 
internal legislations. It is important to emphasize that local crypto-related legisla-
tion does not apply to business development and active marketing in other coun-
tries: what is legal in one country may still be prohibited in another. This presents 
difficulties, in particular, for EU member states: to adopt new blockchain-related 
rules, they must ensure compliance with existing local laws as well as following EU 
directives and regulations on financial services (MIFID II), the issue of securities 
(Prospectus Directive), collective investment schemes (Alternative Investment 
Funds Directive) and other issues.

Liechtenstein’s new set of rules and the comments of the Financial Markets Au-
thority (FMA) emphasize that cryptocurrencies are private and purely virtual cur-
rencies that are usually implemented using a blockchain. Up to now, neither the 
production nor the use of virtual currencies as means of payment has been subject 
to any licensing requirements governed by specialized legislation. In individual 
cases, however, there may be a licensing requirement depending on the specific 
type of business model37. According to the Fact Sheet on Virtual Currencies, the 
latter may be commonly defined as the digital representation of a (quasi-mone-
tary) value that is issued neither by a central bank nor by any other official author-
ity. Obviously, they are not official currencies despite the existence of certain simi-
larities. Risks embodied in such virtual assets are addressed by the corresponding 
Fact Sheet and the new legislation. Bitcoin is produced by end users themselves in 
a decentralized fashion using special software on a computer network. Individual 
Bitcoins are saved in a digital wallet and can be used as a means of payment… 
Every transaction carried out in Bitcoin is recorded in a centralized location on 
the internet (a blockchain) and is thus in principle traceable. As a rule, however, 
the end user remains anonymous. This extended definition reflects a change in the 
regulators’ understanding as compared to the first official publications. Digital has 
replaced crypto”.

The new CFA Law in Russia, entered into force on January 1, 2021, defines a 
digital currency as electronic data (a digital code or denomination) in an infor-
mation system that are offered and/or accepted as a means of payment while not 
being a monetary unit of the Russian Federation, a monetary unit of a foreign 
country and/or an international monetary or accounting unit and/or serve as an 
investment, and there is no person obliged to any holder of such electronic data 
as such, except for the operator and/or nodes of the information system that are 

37 Available at: https://www.fma-li.li/en/financial-centre/fintech-in-liechtenstein/busi-
ness-models.html (accessed: 03.12.2020)
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responsible for assuring compliance with the information system rules on the issue 
of electronic data and performing actions for their entry into the information system 
or the amendment of entries”38. This definition is technically imperfect and uses the 
term information system that can generally refer to almost any database. Any bonus, 
electronic certificate or air miles may easily be qualified as digital currencies in the 
current version of the law. Previous court and supervisory practice has been very 
diverse and does not help to clarify the situation, either. Bitcoin and other crypto-
currencies are widely recognized as property, making it possible to protect owners’ 
rights and use classic vindication, inheritance or transfer by contracts. 

Most countries do not consider cryptocurrencies to be money”, securities or 
commodities (with some exceptions). However, legal definitions of cryptocur-
rencies (as opposed to tokens, securities, money, electronic bonuses and their re-
gimes) are often lacking. Given the transborder character of the technology, the 
harmonization of internationally recognized definitions and rules is essential for 
sector development. We are referring to upcoming major developments in this 
area. The most advanced example today is EU cooperation, yet it is not easy to 
agree upon a common set of rules for addressing such a disputable class of assets 
and their concomitant risks. 

2.1. Tokens and Digital Assets 

It would be important to address the key definitions and classification ap-
proaches to analysing regulation changes and key trends of the year 2020 that 
should continue in 2021. The pandemic has served as an accelerator of regula-
tory development in this area. Innovative digital models offering cost savings 
and mediator-free solutions are rapidly expanding on the financial market. This 
expansion requires supervisory bodies to pay attention to legitimate integration 
and collaboration with classic institutional players. The most advanced regulation 
of token classifications and of the rules relating to their issue and operations is 
found in Switzerland. Following the 2017 Guidance, FINMA published the ICO 
assets classification for added clarity in February 2018, stressing that there is no 
consistent doctrine or internationally recognized legal concept of cryptocurrency. 
FINMA categorises tokens into three main types (hybrid forms are also possible): 

Payment tokens are synonymous with cryptocurrencies and have no further 
functions or links to other development projects. In some cases, tokens expand 
their functionality over time and become accepted means of payment;

Utility tokens are tokens that provide digital access to an application or service;
Asset tokens represent assets such as participation in real physical undertak-

ings, companies or income streams or as entitlements to dividends or interest 

38 Cf. Clause 1, Subclause 3, of the DFA Act.
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payments. In terms of economic function, asset tokens are analogous to equities, 
bonds and derivatives.

The classification of tokens and its legal consequences (including forms of 
transactions, taxation, etc.) depend on the economic function and purpose of to-
kens (i.e., blockchain-based units). Another important qualifying feature is trad-
ability or transferability. A similar approach has been taken by most regulators, 
including FMA, FCA (UK) and others. The principal digital classifications of as-
sets aimed to distinguish them from securities and electronic money, yet this may 
be no longer sufficient today.

For example, according to Swiss specialists, the absence of a precise classifica-
tion leads to some degree of legal uncertainty in practice. Moreover, the qualifi-
cation of tokens for decentralized, open-sourced and community-based projects, 
which do not need a centralized issuer, seems to be out of the scope of the FINMA 
model”39. They classify tokens on the basis of functionality, target use and the ex-
istence and type of counterparty as well as the presence of an underlying asset or 
value. This classification includes three kinds of tokens: 

Native Utility Tokens are transferred on a decentralized ledger between users; 
they do not give rights to another person or provide for any right except for the 
right relating to the token itself (issuer or transferor).

Counterparty Token represent any relative right against a third party; such to-
kens give the right to receive services, assets, or corporate rights.

Ownership Tokens give technical ownership rights in assets. Their purpose is to 
transfer rights to assets associated with the token. They refer to IP rights and mate-
rial objects; they award no claims or relative rights against a counterparty but only 
absolute rights (erga omnes) in the form of a right in rem of the associated assets.

In terms of obligations law, it was important to decide whether tokens result in 
any obligations on the part of the issuer (e.g., asset-backed tokens). This also de-
termines whether a specific asset class is transferrable by a smart contract40. A code 
succession or algorithm may not be sufficient to comply with the existing formali-
ties to render a transaction valid. 

This is especially problematic for internationally executed contracts for digital 
assets transfer. In addition, not all objects may be digitalized and transferred in a 
purely electronic fashion, although almost everything today can have a digital Gem-
ini or shadow in theory. It has been noted at the World Economic Forum that, by 
2027, around 10% of the world’s GDP will stem from blockchain-based contracts41.

39 Available at: https://www.mme.ch/de/magazin/bcp_framework_for_assessment_of_
crypto_tokens/ (accessed: 04.12.2020)

40 Cf. FINMA Report 2018, p. 30. Available at:: https://finma.ch/de/dokumente/ (accessed: 
04.12.2020)

41 Available at: https://www.weforum.org/reports/how-to-end-a-decade-of-lost-produc-
tivity-growth (accessed: 04.12.2020)
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Another issue that may hinder the qualification and transfer of digital assets 
(for DeFi services, international ICOs or any other digital asset-related operation) 
is the absence of international and often even domestic standards and norms for 
the security level, software development quality, and use of cryptography (yet the 
latter may, in contrast, be highly regulated). This is important for the use of tech-
nologies by government bodies and the control of operations. Ethereum used to 
be the market leader, yet new technologies are currently supplanting it (e.g., Solid-
ity, Fift (TON) and others)42.

2.2. Stablecoins

The initial excitement about coins and tokens and the interest in digitizing as-
sets was naturally fuelled by the seemingly easy access to substantial amounts of 
funds that could allegedly be raised out of existing regulations and control. Many 
entrepreneurs have tried to follow this path. Initially, this was mostly the domain 
of IT startups. Today, such industrial giants as Norilsk Nickel are considering as-
set digitization and regulated stablecoin issue. Stablecoins may be a solution to 
increasing liquidity or accessing new markets or groups of investors, which is be-
coming increasingly important nowadays. 

For crypto markets, stablecoins are introducing stability and means of ex-
change that are reliable and accepted by all market participants. 

The existence of real assets behind stablecoins is not always guaranteed, as this 
matter is not regulated. Nevertheless, the issue of such digital assets is one of the 
most actively developing trends today. The Tether cryptocurrency linked to the 
USD is well known and widely accepted. 

In September 2020, a new asset was placed on the market by Binance, a lead-
ing regulated crypto-exchange, under the supervision of New York Department 
of Financial Services (NYDFS). This dollar-backed stablecoin is approved by the 
US regulator and issued by Binance’s regulated partner PAXOS, as we mentioned 
above. The major public auditor Withum is supporting the currency. The issue 
size is $209 million, and the monthly trading volume exceeds $1 billion. This digi-
tal dollar is bought and sold 24/7, assuring rapid and inexpensive value transfers 
to any part of the world with guaranteed validation. Its fixed rate is 1:1. Such in-
struments are introducing new operating possibilities for the financial system and 
competing with banking services. 

A different stablecoin was announced by Libra Association linked to Facebook. 
The disputes around this potential supra-national competitor to national curren-
cies have been acute, and the issue’s future is not fully clear yet. France and the US 

42 Available at: https://mining-cryptocurrency.ru/yazyki-programmirovaniya-dlya-blok-
chejna-i-smart-kontraktov/ (accessed: 04.12.2020)



55

Maria Agranovskaya, David Kitsmarishvili. 2020 Post-Crisis Development and 2021 Trends... Р. 35–58

are among the harshest critics of the project. The international resistance has been 
so serious that most institutional players (including Visa, Mastercard, and PayPal) 
have had to leave the association so as not to risk their licenses and positions. 
The Libra case has got a lot of political attention due to the enormous number of 
Facebook users. Switzerland has issued a detailed and well-grounded statement 
about Libra. In its press release of September 11, 201943, FINMA confirmed that 
the Libra Association had asked  FINMA for an assessment of how it would clas-
sify the project in regulatory terms under Swiss supervisory law. FINMA wrote 
that a project of this kind would fall under financial market infrastructure regula-
tions and only require a payment system license in accordance with the Financial 
Market Infrastructure Act (FinMIA)44 in addition to meeting some extra require-
ments. 

Regulatory requirements for payment systems in Switzerland are based on pre-
vailing international standards, particularly the Principles for Financial Market 
Infrastructures (PFMI). Libra has filed for a license in Switzerland and established 
its headquarters in Geneva. 

FINMA also stated in its press release that the international scope of the project 
required an internationally coordinated approach and that work on elaborating 
requirements (in particular, for combating money laundering) should be carried 
out internationally, too. FINMA stressed that the project’s size and scale may result 
in additional requirements, including even a banking license. Capital allocation, 
reserves, risk management, liquidity and other requirements should be calculated 
for the Libra project based on its business plan and submitted to FINMA. Swiss 
blockchain experts have emphasized that existing AML, KYC and transparency 
requirements will be applied and that scrutiny will be particularly close given the 
importance of the project. In addition, FINMA has introduced a completely new 
stablecoin manual that applies to other players as well45. The manual was subse-
quently further extended by a Supplement to the ICO Guidelines46.

In this domain, Russia has introduced the long-debated DFA Act, as we men-
tioned above. Its asset qualification is not exactly the same as described above: the 
Central Bank of Russia refuses to accept the use of any digital currency as a means 
of payment and stipulates that the Russian rouble remains the only means of this 
kind today [Yankovsky R.M., 2020: 3–4].

43 Available at: https://finma.ch/en/news/2019/09/20190911-mm-stable-coins/ (accessed: 
04.12.2020) 

44 Available at: https://www.admin.ch/opc/en/classified-compilation/20141779/index.
html (accessed: 04.12.2020)

45 Available at: https://www.mme.ch/de/magazin/finma_aeussert_sich_zu_libra/ (ac-
cessed: 04.12.2020)

46 Available at: https://finma.ch/en/documentation/dossier/dossier-fintech/innova-
tion-und-aufsicht-2019/ (accessed: 04.12.2020)
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The CBR has recently launched the Digital Rouble project and published a re-
port for public consultations. Bitcoins and other privately issued cryptocurrencies 
are not allowed to circulate freely. A draft version of the Digital Currencies Act 
along with amendments to the Criminal and Administrative Codes have been pre-
sented yet have not passed the first reading so far. The Ministry of Finance has also 
proposed amendments to the current legislation and the Russian Tax Code, yet 
this has not resulted in any further action so far. In contrast to digital currencies, 
DFAs are digital rights that include monetary claims, rights to issued securities, 
non-public joint stock company capital participation rights, and the right to claim 
the transfer of issued securities according to the DFA conflict resolution protocol 
as stipulated in the Act, providing that the issue, accounting, and turnover of such 
assets are possible only by their entry into an information system on the basis of 
a distributed ledger and other information systems47. The Central Bank will un-
doubtedly have to issue a series of documents to clarify the numerous questions 
resulting from such a definition. It is currently discussing a draft document about 
the right of qualified (accredited) investors to buy DFAs and about the limitations 
on Russian investors. The DFA Act has introduced new types of regulated players 
(DFA issuers and exchanges). Certain classic financial market license holders will 
also be allowed to act as such. 

Other digital assets resembling utility tokens (“utility digital rights”) are regu-
lated by the Crowdfunding Law”48. They do not conform to the common European 
understanding of utility tokens referred to above. It should be said that Russia has 
chosen a regulatory approach that focuses on limiting rather than developing the 
market, while other countries are allowing innovative projects to enter the market 
on the condition of risk control, mitigation and transparency. 

International harmonization is extremely important. New crypto-specific reg-
ulation called MiCA (Markets in Crypto Assets) is currently being elaborated. It 
will address most, if not all, crypto market regulations, except for money launder-
ing that lies outside the MIFID II and Payments Directive. While it is difficult to 
believe that these rules will come into force within a year, all participants are aim-
ing at the rapid adoption of the new standards. 

Conclusion

The pandemic has served as an accelerator for regulation development in the 
FinTech area. Innovative digital models offering cost savings and mediator-free 
solutions are rapidly taking over the financial market. This expansion requires su-

47 Cf. Clause 1, Subclause 2, of the DFA Act. 
48 Federal Law no. 259-FZ On investments using investment platforms and amendment of 

certain legal acts of the Russian Federation of August 2, 2019 // SPS Consultant Plus. 
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pervisory bodies to pay attention to legitimate integration and collaboration with 
classic institutional players. Following the introduction of new regulations, the 
level of trust in digital currencies and assets has risen, and new institutional play-
ers are entering the expanding crypto market. The new alliances of crypto and 
FinTech companies with classic market participants will allow this process to take 
place more efficiently. 
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 Abstract
Internet technology makes digital value transactions between anonymous individuals possible, 
but leaves unanswered the question of how to resolve disputes between unidentified parties. 
Blockchain dispute resolution platforms provide a response to this problem. In the social 
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Introduction

Online technologies  are part of everyday life. Online interactions, including 
online commerce, freelance activities, values exchange, transactions with cryp-
toassets, and the network infrastructure to support these activities are growing. 
The number of cross-border small trade transactions conducted online has sig-
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nificantly increased as well. For example, the total number of cross-border buyers 
on AliExpress grew from 10 million in 2014 to 150 million in 20181. Inevitably, 
this has triggered an increase in the number of disputes, including a clear upward 
trend in the number of small, cross-border disputes.

The development of blockchain technology has made it possible for anonymous 
persons to carry out decentralized payment settlements and has made it even more 
difficult to resolve disputes between persons acting online. There are social and 
legal ramifications, caused by market demands that change the approaches relat-
ing to the dispute resolution process. Online commerce requires that disputes be 
settled quickly, securely and fairly, and that they be enforceable despite problems 
with identification and distance. Technological progress provides an opportunity 
to improve the dispute resolution process. Blockchain technology is well-suited 
to these needs. Blockchain dispute resolution is a crowdsourced online dispute 
resolution system that uses blockchain technology to set up arbitration, organize 
dispute adjudication, and reward jurors. 

This study examines the technological, social and legal solutions for dispute 
resolution, focusing on the adaptation of blockchain technology to the interna-
tional justice system. It introduces the existing models of dispute resolution and 
primarily weighs the advantages and disadvantages of blockchain dispute resolu-
tion for online platforms. It also examines the application of blockchain technol-
ogy in disputes between unidentified persons; the effects of the wisdom of the 
crowd when considering fairness; and the characteristics of procedural justice in 
blockchain dispute resolution.

This study is based on an online dispute resolution practice and data analysis, 
obtained from a survey (hereafter, the Survey) of the jurors and stakeholders of the 
Kleros blockchain dispute resolution platform. The Survey contains twenty questions 
to evaluate the skills and preferences of Kleros jurors and stakeholders. The study also 
assesses the characteristics of the adjudication process on blockchain platforms.

1. Dispute Resolution Models

There are three general models of dispute resolution: state court litigation; pro-
fessional arbitration, including religious tribunals; and crowdsource dispute reso-
lution, including blockchain dispute resolution. A modern technological solution 
also exists: automated conflict resolution systems such as an artificial intelligence 
judge. Every dispute resolution model has certain advantages and disadvantages. 

1 CIW. 2018. Alibaba’s cross border e-commerce platform AliExpress reached 150 million buy-
ers. Available at: https://www.chinainternetwatch.com/26756/aliexpress-social-ecommerce/ (ac-
cessed: 18.08.2019)
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1.1. State Court

State courts take a professional approach to the dispute resolution process. The 
main advantage of the state court is that its judgments can be enforced by a coer-
cive state power. However, because state courts have long, drawn out and costly 
procedures for dispute resolution, litigants in online trading disputes usually do 
not file lawsuits to a state court. Even specially created small claims state courts 
cannot fully meet the needs of disputing parties. For example, in Japan, a Small 
Claims trial takes approximately two months, from the filing of the case to the 
final judgment. The cost to file such a case is almost half of the value of an average 
e-commerce purchase [Habuka H., 2017: 79].

1.2. Professional Private Arbitration

For many centuries, professional arbitration has been the only option for dis-
pute resolution. Its roots date back to early Greek, Roman and Jewish communi-
ties [Barrett J., 2004: 2–19]. The main advantages of arbitrators are speed and fair-
ness: professional arbitrators resolve disputes faster than state courts do and the 
knowledge and reputation of individual arbitrators guarantee fairness. 

The growth of online commerce caused an increase of small disputes between 
geographically distant parties. Small online disputes necessitate a rapid and cost-
effective resolution process. As a result, online dispute resolution (hereinafter 
ODR”) was developed.

1.3. Online Dispute Resolution

In response to market needs, some states help private arbitrators to organise 
online dispute resolution platforms. Online dispute resolution is a settlement car-
ried out by combining the information processing powers of computers with the 
networked communication facilities of the Internet [Hörnle J., 2009: 75]. ODR is a 
form of dispute resolution in which reputable arbitrators adjudicate claims online. 
For example, the European Online Dispute Resolution platform, organized by the 
European Commission, provides access to dispute resolution tools. Private, autho-
rized dispute resolution bodies offer out-of-court settlement procedures through 
this platform. The European Online Dispute Resolution platform resolved more 
than 36,000 cases in 20182.

2 European Commission. 2018. Functioning of the European ODR Platform. Available at: 
https://ec.europa.eu/info/sites/info/files/2nd_report_on_the_functioning_of_the_odr_plat-
form_3.pdf, (accessed: 03.08.2019)
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1.4. Crowdsourced Dispute Resolution

Crowdsourced dispute resolution is an offline or online form of extrajudicial 
tribunal. Whereas offline mob justice can descend into criminal actions such as a 
lynching, the needs of the online market shift the focus to online dispute resolu-
tion. Crowdsource dispute resolution is a common solution for groups seeking to 
manage themselves by creating rules and establishing authorities and institutions 
to facilitate social regulation [Tyler T., 2000: 118–119].

In contrast to competent court judges and professional arbitrators, crowd-
source arbitration consists of untrained jurors demonstrating jointly the wisdom 
of the crowd. 

Commercial online platforms incorporate a number of systems for crowd dis-
pute resolution. The ODR systems at eBay and PayPal process 60 million cases 
per year, 90 percent of which are resolved through automation. Another online 
dispute resolution platform, Modria, has handled more than one million cases in 
the United States and around the world3.

2. Online Blockchain Dispute Resolution

Blockchain technology introduces a novel element in online dispute resolution. 
Never before have disputes between pseudonymous persons been resolved by 
pseudonymous jurors with a lower risk of manipulation. Blockchain dispute reso-
lution is a type of online dispute resolution. Because blockchain technology helps 
to manage data, preserve evidence and keep procedures fair, it has the potential to 
improve traditional proceedings. There are two types of blockchain dispute reso-
lution, depending on the professional skills and number of jurors involved. The 
first employs professional arbitrators, while the second relies on a crowdsourced 
model of dispute resolution. 

Dispute resolution can be carried out as a main activity or as an additional service. 

Kleros and Rhubarb are the most well-known platforms specializing in block-
chain dispute resolution. They employ blockchain technology and crowdsource 
methods to adjudicate disputes fairly and in a decentralized manner. Both Rhu-
barb and Kleros base their platforms on the ancient Greeks’ approach to disputes 
that offers a reward to the person whose suggested resolution succeeds in bring-
ing the parties to an agreement. Kleros provides advanced technical solutions and 
services, such as smart contracts and escrow. Kleros uses blockchain technology 

3 Modria. Online Dispute Resolution, p.6. Available at: https://www.tylertech.com/Por-
tals/0/OpenContent/Files/4080/Modria-Brochure.pdf (accessed: 26.09.2019)



63

Aleksei Gudkov. Crowd Arbitration: Blockchain Dispute Resolution. Р. 59–77

to maintain network security, register jurors, organize reward distribution among 
jurors, and enforce the jury’s decision.

Dispute resolution, as an additional service, is carried out by the Baidu and Ali-
baba-Taobao platforms. In addition to being a search engine, communication and 
technological service, Baidu has its own online judicial arbitration system. The Baidu 
blockchain judicial arbitration system was built on blockchain in collaboration with 
the Qingdao Arbitration Commission to solve the problem of online trials and real-
time electronic evidence preservation. The online trading platform Alibaba-Taobao 
uses public assessors to resolve e-commerce disputes arising on the platform. Ali-
baba-Taobao arbitration systems, like Baidu, use the immutability of blockchain to 
construct a trustworthy register of evidence from original sources.

3. The Advantages of Blockchain Dispute Resolution

3.1. Judgments of Unidentified Persons

It is impossible to identify individual blockchain users. They leave only indi-
rect identifying signs such as a crypto address, pseudonym on a social network, 
email address or IP address. In traditional court proceedings, it is necessary to 
disclose a person’s identity. However, to resolve a small dispute quickly, many 
online dispute resolution platforms do not require personal identification. In this 
case, blockchain dispute resolution provides a means for working with anony-
mous users, making it possible to conduct operations and settle disputes without 
confirming the identity of either party. It is now possible for dispute resolution 
systems based on blockchain technology to have unidentified jurors resolve con-
flicts between unidentified parties. The main idea behind dispute resolution on 
blockchain is that a number of anonymous jurors, who do not have to trust each 
other, can reach consensus on a just decision4. The main advantage of blockchain 
dispute resolution is that unidentified judges can openly express their opinion of 
what is fair with regard to the actions, rights and obligations of nameless persons.

3.2. Reputation Built on Historical Data

Blockchain technology assumes pseudonymity and a lack of identity. Coopera-
tion on blockchain platforms is controversial. It is difficult to trust and cooperate 
with an unknown person. Axelrod [Axelrod R., 1981: 6] believes that the founda-
tion of cooperation is not really trust, but the durability of the relationship. This 

4 Ast F., Bergolla L. et al. Dispute revolution. The Kleros handbook of decentralized justice. 
Available at: https://ipfs.kleros.io/ipfs/QmZeV32S2VoyUnqJsRRCh75F1fP2AeomVq2Ury2fT-
t9V4z/Dispute-Resolution-Kleros.pdf (accessed: 14.08.2019)
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quality of durability is only achieved by observing the full history of transactions 
by crypto-accounts on a blockchain network. Blockchain technology can guar-
antee the immutability of crypto-account historical data and assure, with crypto-
graphic proof, that the data is real. Therefore, trust in blockchain dispute resolu-
tion and the soundness of its reputation could be grounded on the fact that all of a 
crypto-account’s historical data is transparent and easily inspected. The existence 
and intentions of the parties are verified by the fact of a dispute, the evidence 
provided, the fee for the case proceeding, and historical data of the account from 
which the cryptoassets were transferred. The transparency and immutability of 
blockchain network data can substitute for the traditional approach to reputation 
that is based on opinion and word of mouth.

3.3. Immutability of Execution

Dispute resolution platforms do not possess coercive power by themselves. In 
a traditional dispute resolution process, the responsible bodies enforce the award 
reached through arbitration. However, the verdict of the jury in blockchain dis-
pute resolution can be executed via smart contract without the need for enforce-
ment by a state court. This holds particularly true for cryptocurrencies and other 
cryptoassets. Because a smart contract is based on blockchain technology, the ex-
ecution of the arbitrator’s award is automatic. This self-enforcement, agreed to by 
the disputing parties and made possible through modern technology, ensures its 
execution. The Kleros platform has a smart contract that locks the disputed cryp-
toassets into escrow and transfers them to the winning party upon adjudication. 
This process is irreversible. Thus, in many cases, a blockchain dispute resolution 
could be viewed as the final decision. This is especially true for anonymous parties. 

The immutability of a cryptoassets award based on a decision by anonymous 
online jurors does not abrogate the right to seek protection in a state court, al-
though, in many countries, an arbitration award is final in the sense that awards 
have res judicata effect. To be precise, once an award has been made, and unless 
the award is successfully challenged, the same matter cannot be brought before a 
court or arbitration tribunal again [Hörnle J., 2009: 101].

3.4. Cooperative Crowdsourcing

In ancient times, one way to settle conflicts was to enable a crowd to make a 
judgement. Crowdsource dispute resolution is the practice of replacing judges, arbi-
trators or mediators with a group of people called the crowd”5. The primary purpose 

5 Dimov D. Crowdsourced online dispute resolution. Available at: https://openaccess.
leidenuniv.nl/bitstream/handle/1887/50156/Crowdsourced_Online_Dispute_Resolution_3e.
pdf?sequence=1  (accessed: 23.09.2019)
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of most BDRPs is to organize members of the blockchain community for participation 
in dispute resolution as jurors. The capability to exchange individual opinions and the 
possibility to vote by means of blockchain technology make it possible to produce a 
single collective judgment. The crowdsourced ODR mechanism assists the parties in 
their negotiations for a settlement by reality-testing their positions against the sup-
posed common sense of the volunteers forming ‘the jury’ [Hörnle J., 2009: 82]. 

Crowdsource dispute resolution has become more accessible with the growth 
of Internet technology. The online crowdsource dispute resolution platform is 
able to handle a substantially larger number of disputes than conventional arbitra-
tion. For instance, from 2012 to 2014, the Taobao User Dispute Resolution Cen-
ter settled an average of more than 2,000 consumer grievances per day, including 
238,000 online-shopping disputes in 2013 alone6.

3.5. The Wisdom of the Crowd

Crowdsource dispute resolution exploits the wisdom of the crowd principle. 
According to this concept, all members of a society are holders of the fairness ex-
isting within that society. The more members of the society that are included in a 
certain community, the more power that community has to resolve disputes. The 
wisdom of the crowd utilizes fairness from bottom to top, as compared to the tra-
ditional model of justice in which a limited group of professionals interprets laws 
and hands doctrinal rulings down from top to bottom.

From a  psychological  standpoint, crowdsource dispute resolution is a crowd-
based socio-cognitive system composed of groups of independently thinking indi-
viduals [Surowiecki J., 2004: 42]. The system is based on the idea that a diverse group 
of autonomous agents, each with different models, perceptions, motivations and ra-
tionality, can often analyze or predict scenarios or data more effectively than indi-
viduals can, even when those individuals are specialists in their area of expertise7. 

The jurors use a process of metacognition to improve joint action. Metacogni-
tion allows the jurors to monitor their own thought processes, taking into account 
the knowledge and intentions of others [Boddington P., 2017: 81]. A single juror 
operating alone cannot apply this approach: to enhance fairness, jurors must co-
operate and share their thoughts.

6 Erickson J., Wang S. How Taobao Is Crowdsourcing Justice in Online Shopping Disputes. 
Available at: https://www.alizila.com/how-taobao-is-crowdsourcing-justice-in-online-shop-
ping-disputes/ (accessed: 14.08.2019)

7 Noriega P. Crowd-based socio-cognitive systems. Crowd Intelligence: Foundations, 
Methods and Practices. Available at: http://research.gold.ac.uk/id/eprint/10370/ (accessed: 
27.08.2019)
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In terms of procedural justice, platforms for blockchain dispute resolution em-
ploy a group engagement model with discretionary cooperation. That is, it taps 
into the internal motivation of each member, as compared to mandatory coopera-
tion that is stipulated by a group [Tyler T., 2003: 353]. However, the discretionary 
cooperation between Kleros jurors and members differ. As a rule, jurors on Kleros 
and other platforms are willing to cooperate. The Survey shows that more than 
76 percent of jurors on Kleros are willing to discuss details of a case with other 
jurors and members. However, in contrast to jurors, 57 percent of the members of 
a community are not ready to discuss a case with jurors. Therefore, Kleros com-
munity members are less cooperative than jurors are.

The crowd can provide unexpected solution capacity and find a solution faster 
than individual experts can. According to Rader, when the Roche company had 
a problem with the precise measurement of sample quality and quantity, it of-
fered a prize and a viable solution was found within six weeks. Moreover, it turned 
out that the non-winning submissions replicated everything that Roche had tried 
over its 15 years of proprietary research. The curated crowd of people was able to 
solve difficult technical problems with a 92 percent success rate, save an average of 
60 percent in cost over traditional methods, and solve most problems twice as fast 
as traditional methods8. Crowdsourcing achieves this by dividing a large job that 
might be too difficult or time-consuming for one person into smaller actions that 
many people work to solve [Kolb B., 2013: 173].

Crowdsource dispute resolution can resolve a larger number of disputes than 
professional arbitration. For example, China’s Taobao online marketplace em-
ployed a crowdsourced resolution process that utilizes online juries to resolve 
millions of disputes between 2014 and 2017 [Habuka H., 2017: 76]. Thus, crowd-
source dispute resolution using cooperative jurors achieves greater effectiveness 
and fairness than other methods. 

3.6. Jurors

Blockchain technology allows the development of a jurors’ forum of unlimited 
size. According to [Dimov D., 2017: 25] crowdsourcing applications are ineffective 
if too few people participate. But what is the minimum number of jurors required to 
demonstrate fairness? In simple cases where most members of a population would 
choose a single solution, a jury of three to five members could accurately represent 
the opinion of the entire population In a complicated case, the more jurors who par-

8 Rader S. The Power of Crowd Based Challenges NASA’s Practical Toolkit for Open In-
novation. Available at: https://ntrs.nasa.gov/archive/nasa/casi.ntrs.nasa.gov/20170012345.pdf 
(accessed: 24.08.2019)
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ticipate in the arbitration, the fairer the judgment is. Public participation programs 
are more successful if more people participate [Lawrence R., 1997: 21].

The Taobao User Dispute Resolution Center attracted more than 575,000 ju-
rors between 2012 and 2014. The jurors sat on 31-member panels that reviewed 
evidence submitted by feuding buyers and sellers. Volunteer jurors can choose 
cases according to their interests and may participate in up to 20 cases per day9.

The Kleros platform declared that the resolution of disputes would be achieved 
through crowdsourcing [Ast F., 2019: 41–42]. In 2019, most juries had few mem-
bers and even the pool of potential jurors was limited in size. As a rule, first-round 
juries were composed of from three to five members. The parties determine the 
exact number of jurors. Kleros has the potential to attract more jurors and operate 
as a strong crowdsource platform. 

According to the Survey, 46 percent of Kleros jurors believe that they can re-
solve from two to five cases per day. The difference between Taobao and Kleros is 
reflected in the complexity of the cases they address. As a rule, Kleros disputes are 
more challenging.

Kleros jurors tend to have solid common sense, strong logic and a good grasp 
of blockchain technology. According to the Survey of Kleros community members 
and jurors, 86 percent of jurors and 71 percent of members successfully resolved 
complex logical tasks; 86 percent of jurors and 57 percent of members correctly 
understood the meaning of basic legal terms; and 54 percent of jurors and 28 per-
cent of members were able to resolve professional legal cases. Therefore, Kleros 
jurors have the potential to resolve not only simple conflicts, but also disputes with 
a medium level of complexity, especially in the blockchain industry. 

Thus, the fairness of the crowd-based socio-cognitive dispute resolution pro-
cess, among others, depends on the number and qualification of jurors taking part 
in the adjudication process. Small claims can be effectively resolved online. 

3.7. Technological Advantages

Online Blockchain dispute resolution is carried out in electronic form. All 
communication, notifications, documents and evidence, are made digitally. This 
technology reduces costs and increases speed. The blockchain technology itself 
ensures that data are secure, immutable and transparent and all operations are 
carried out on a distributed ledger. Specifically, blockchain technology is used to 
transfer payments among participants, including rewards for the jurors, and to 
register jurors and count jurors’ votes during the adjudication process. 

9 Available at: https://www.alizila.com/how-taobao-is-crowdsourcing-justice-in-online-
shopping-disputes/ (accessed: 14.08.2019)
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The most well-known application of blockchain technology is smart contracts 
that ensure the conditional transfer of values among disputing parties and the 
court. Agreements incorporated into the smart contract or the execution of the 
smart contract can be appealed to a dispute resolution platform or national court. 

Thus, technology ensures access to the dispute resolution process and justice.

3.8. Wide Audience 

The potential audience of a BDRP is not restricted to a certain class of users 
or nations. The ODR on blockchain is not dedicated only to blockchain users. 
Standard online and e-commerce disputes could utilize it, too. Blockchain dispute 
resolution is based on a common understanding of justice and an agreement of a 
compact society (members of the dispute resolution platform) on the fairness and 
principles of justice. The society is a more or less self-sufficient association of persons 
who, in their relation to one another, recognize certain rules of conduct as binding 
and who, for the most part, act in accordance with them [Rawls J., 2009: 4]. In this 
sense, a BDRP focuses primarily on the persons associated with such a distributed 
stateless society. The jury can make judgments and interact across national borders. 
Everyone who accepts the dispute resolution principles of the platform can take part 
as a juror or disputing party. The independence of jurors and shared values make 
blockchain dispute resolution advantageous for many cases all over the world.

3.9. Pluralism of Opinions

Blockchain dispute resolution jurors hail from many different countries and 
cultures and their varying approaches to fairness are rooted in differing religions, 
traditions and beliefs.

This technology makes it possible for everyone to act as a juror regardless of his 
or her nationality, ethnicity, religious persuasion or age. The diversity of jurors’ 
opinions facilitates fairness and prevents vigilante justice.

3.10. Higher Speed and Lower Cost

National court proceedings and traditional dispute resolution are slow owing 
to the need to examine evidence thoroughly and also due to bureaucracy. 

The significant time and money required to resolve disputes in state courts are 
the reasons why many have switched to online arbitration. From a purely utilitar-
ian point of view, it makes no sense for the claimant to apply to a foreign court to 
resolve cross-border small claims and spend a lot of time and money on compli-
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cated procedures. Cross-border litigation and enforcement are very expensive and 
time-consuming, and in the case of small claims, the costs and delays involved are 
frequently disproportionate to the eventual remedy [Hörnle J., 2009: 44]. 

Blockchain dispute resolution processes information faster than an individual 
arbitrator can. The opinion poll model allows parties to express their opinions about 
a dispute without using legal language, revealing their names or taking a fee10.

Crowd-sourcing is cost effective. For example, volunteers in the Taobao User Dis-
pute Resolution Center resolved disputes without reward11. Jurors on the Rhubarb 
dispute resolution platform cover their own expenses, charging nothing to the disput-
ing parties for rendering a decision12. Rader estimates that in-house development is 
anywhere from three to 10 times more expensive than crowd-based development13.

Therefore, online dispute resolution generally and the crowdsource model in 
particular are fast and cost-effective methods for resolving disputes.

4. Drawbacks of Blockchain Dispute Resolution

4.1. Aggregate Decisions Can be Unfair

Not every crowd is efficient. There is a difference between jurors making col-
lective versus aggregate decisions. The collective decision assumes an exchange of 
opinions to influence the judgment of others. According to [Tideman N., 2017: 5], 
a collective decision occurs when members of a group make individual decisions 
that they would not make if the other members were not also making related deci-
sions. A collective decision thus entails a coordination of intentions. If, however, 
the other members do not influence individuals of the group or crowd, they make 
what is called an aggregation of decisions14. The crowdsourced model of dispute 
resolution does not work when jurors reach decisions separately. There is no wis-
dom of the crowd in an aggregate decision. Thus, an aggregate decision is not as 
fair as a cooperative decision, although this is not so critical in a simple dispute. 

10 Martic D. Blind Arbitration Proposal for Anonymous Crowdsourced Online Arbitra-
tion. Sintelnet WG5 Workshop on Crowd Intelligence: Foundations, Methods and Practices. 
2019. European Network for Social Intelligence, pp. 94–107.

11 Available at: https://www.alizila.com/how-taobao-is-crowdsourcing-justice-in-online-
shopping-disputes/ (accessed: 14.08.2019)

12 Rhubarb. FAQ. Available at: https://www.rhucoin.com/faq.aspx (accessed: 26.08.2019)
13 Available at: https://ntrs.nasa.gov/archive/nasa/casi.ntrs.nasa.gov/20160012792.pdf (ac-

cessed: 24.08.2019)
14 Dimov D.  Crowdsourced online dispute resolution. Available at: https://openaccess.

leidenuniv.nl/bitstream/handle/1887/50156/Crowdsourced_Online_Dispute_Resolution_3e.
pdf?sequence=1  (accessed: 23.09.2019)
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An aggregate decision can be fair due to the existence of a so-called focal point. 
The focal point is the expectation of a conclusion that people whose actions are 
not coordinated tend to have in the absence of communication. Most situations 
provide some clue for coordinating behavior, some focal point for each person’s 
expectation of what the other expects him to expect to be expected [Schelling T., 
1980: 57]. Thus, jurors can find a common solution without any communication 
or coordination. The focal point depends on people’s level of rationality, which is 
based on precedent or common knowledge [Sugden R., 1995: 544]. In the interna-
tional community, however, cultural rationality can be diverse. The focal point can 
shift even under unintentional contact. The focal points may certainly be different 
when speech is allowed [Schelling T., 1980: 73].

In practice, many ODR platforms use an aggregate decision model. In a block-
chain society, reputation carries less importance due to the anonymous nature of 
the technology. Most of the judgments on the Kleros platform are aggregate. The 
jurors have no obligation to discuss the evidence. 

There are no formal procedures for jurors’ meetings. In terms of procedural 
fairness, giving people fair procedures means putting more emphasis upon infor-
mal dispute resolution [Tyler T., 2000: 121]. Therefore, informal Kleros proce-
dures facilitate fairness. 

To prevent manipulation of the result, Kleros prevents jurors from disclosing 
their votes before the result is made public. The efficacy of the crowd-based solu-
tion is dependent on the precision of the information signal received by each agent, 
which varies with agent sophistication and task complexity [Ma P., 2016: 26]. 

At the same time, the Survey shows that 85 percent of Kleros jurors are willing 
to discuss case details with members of the larger Kleros community, and as many 
as 77 percent of the jurors are willing to discuss the case with other jurors.

Jurors on the Rhubarb platform can discuss and debate the merits of the pro-
posal under consideration until the final vote is due. They can also ask questions or 
try to convince the disputants to agree to the terms for which they intend to vote15.

Although the exchange of opinions generally slows the adjudication process, it 
should be obligatory for the resolution of complicated cases. Otherwise, it would 
not draw on the wisdom of the crowd and could produce a decision that is less fair. 

4.2. Manipulations and Collusions

In traditional methods of dispute resolution, it is essential that the disputing 
parties trust in the neutrality of the jurors.

15 Rhubarb. FAQ. Available at: https://www.rhucoin.com/faq.aspx (accessed: 26.08.2019)
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By contrast, any blockchain transaction can be concluded successfully without 
need of mutual trust because the technology effectively secures transactions in-
volving cryptoassets between unidentified persons. Trust in jurors also plays no 
role because their identities remain unknown both to the disputing parties and, if 
desired, to each other. For example, jurors on the Rhubarb platform must disclose 
their names and email addresses, and provide proof of U.S. citizenship. However, 
Rhubarb does not validate this information. Thus, the anonymous nature of the 
users, the fact that one person can generate multiple accounts and the complete 
absence of personal reputation means that manipulation and collusion could be 
widespread on blockchain dispute resolution platforms. One person could create 
multiple pseudonymous accounts and act under the guise of several jurors to gain 
a disproportionately large influence. This is known as a Sybil attack, where a node 
illegitimately claims multiple identities16. The lack of a mechanism for validating 
identities makes it impossible to prevent various biases and manipulations such 
as secret agreements or alliances. This creates additional risk for the parties. Rely-
ing on jurors with proven reputations mitigates such risk. The anonymity of the 
members of the crowd participating in online opinion polls decreases their trans-
parency. This, in turn, can have a negative influence on both objective and subjec-
tive procedural fairness [Dimov D., 2017: 169]. In the absence of a mechanism 
for establishing a reputation, blockchain dispute resolution could tend towards 
becoming less fair. 

If jurors follow strong moral guidelines, it can prevent manipulation of the dis-
pute resolution process. In practice, cooperation purely with the motive of achiev-
ing a fair dispute resolution could substitute for cooperation based on self-interest 
or remuneration. The Kleros and other blockchain-based dispute resolution plat-
forms were created to render arbitration as a commercial service. The main mo-
tivation of Kleros jurors is to earn money, as compared to the volunteer jurors of 
the Taobao online retailer, who resolve disputes without reward. Self-interest and 
egoistic cooperation impair justice. Any manipulation or collusion in the adjudi-
cation process is fraud and prevents jurors from treating the parties in a dispute 
with neutrality and impartiality. By definition, a decision is fair when all parties 
are treated equally [Hörnle J., 2009: 15–18]. 

Unbiased, neutral jurors [Mansbridge J., 1990: 176] should make the decisions 
in dispute resolution. Kleros has successfully introduced a number of procedures, 
such as appellation and jurors making cryptoasset deposits that make it more dif-
ficult and costly to manipulate the process. Kleros also allows participants to ap-

16 Newsome J., Elaine S., Dawn S., Adrian P. The sybil attack in sensor networks: analysis 
& defenses. In: Third international symposium on information processing in sensor networks. 
2004. pp. 259–268. 
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peal decisions to a new jury. The essence of appellation is that every appeal doubles 
the number of jurors. It might be possible to bribe two or three jurors in an initial 
round, but it is difficult to use subornation for the larger number of jurors in-
volved in subsequent appeals. Additionally, disclosing jurors’ identities and estab-
lishing their reputations could serve as a deterrent to coordinated manipulative 
practices. Collusion remains a serious challenge for Blockchain dispute resolution 
platforms. One of the parties could coordinate with or control the jurors to obtain 
an advantageous ruling. For a system of justice to be effective, behavior must be 
shaped by judgments about what is right, regardless of personal interests or gain 
[Tyler T., 2000: 118].

4.3. Incorrect Judgments Stemming from Herding Behavior

When jurors have little information on a subject, they rely on the judgments of 
others, resulting in so-called herding behavior or informational cascade. This can 
be defined broadly as the alignment of the thoughts or behaviors of individuals 
in a group (herd) through local interaction and without centralized coordination 
[Raafat R., 2009: 424]. The jurors reach consensus not by a process ofthorough 
deliberation, but by obeying or aligning themselves with the opinions of others. 
The process of jury deliberation may engender consensus, but at the cost of poten-
tially amplifying the errors of some jurors, thereby leading to incorrect judgments 
[Luppi B., 2013: 24]. The main problem is that herding behavior has the potential 
to violate a disputant’s human rights and could lead to rule by so-called mob law.”

4.4. Lack of Control Over the Process

Technology can prove a substantial barrier for users, particularly when they 
have doubts about their ability to operate on a given platform and whether they 
can obtain the necessary assistance in time [Lu Z., 2017: 364]. Furthermore, dis-
puting parties who apply for arbitration seek intervention by jurors, but not neces-
sarily an imperative ruling that they must blindly obey. 

 Disputants desire some third-party control in dispute-resolution procedures, 
but they generally reject any type of autocratic control [Lind A., 1988: 15]. Al-
though major or complicated cases demand more time and less stringent controls, 
disputants with time constraints who pursue common goals and who agree on a 
standard that can be applied quickly to resolve differences in belief might agree to 
more autocratic adjudication [Thibaut J., 1975: 552–554]. Thus, faster and more 
autocratic solutions are more suitable for small cases. 

Due to the peculiarities of blockchain technology, a jury decision in blockchain 
dispute resolution cannot be changed once it is executed. The automatic execution 
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built into a smart contract might not reflect the desire of the disputants. And be-
cause all blockchain actions are recorded on a distributed ledger, such judgments 
are, ultimately, irreversible. As a result, parties can essentially lose control over a 
dispute when they utilize blockchain technology.

4.5. Common Sense Instead of Applicable Law

Alternative forms of dispute resolution, especially international online block-
chain dispute resolution, generally have little in common with national laws. In 
the case of e-disputes, and especially cross-border e-disputes, it is not always obvi-
ous which laws apply17. The blockchain stateless society tends towards an anarchi-
cal vision of fairness. Jurors appeal directly to natural human rights and morality, 
skipping intermediary national law. In most cases, jurors on a blockchain platform 
rely more on common sense and logic than they do the laws of this or that country. 

According to the Survey, 84 percent of Kleros jurors believe that they should 
not have to determine a national jurisdiction to which the dispute is most closely 
connected.

In simple disputes with clear solutions, jurors have wide discretion in applying 
adjudication standards. However, this approach would be unfair and unaccept-
able for major or complicated cases. Even when the parties to a dispute choose 
substantive and procedural law, or lex arbitr rules in their agreement to arbitrate, 
jurors could not apply such laws if they had no specific knowledge of them. Inter-
estingly, the inability to apply a certain law does not necessarily discourage jurors 
in online adjudication. According to the Survey, even if the parties were to choose 
the law of Afghanistan for their arbitration case — that is unfamiliar to the vast 
majority of potential jurors — 61 percent of Kleros jurors were willing to take part 
in dispute resolution anyway.

4.6. Low-Skilled Jurors

When jurors are highly qualified, their decisions are naturally fair. However, it 
is necessary to differentiate between someone with a narrow specialization in, for 
example, blockchain technology, and a broadly qualified judge who has special-
ized knowledge in logic, justice, forensics and law. Thus, unlike judges in a na-
tional court, online jurors often do not possess professional arbitration skills and 
so their decisions in complicated cases might not be as fair. 

17 Van den Heuvel E. Online Dispute Resolution as a solution to cross-border e-disputes.  
Available at: http://www.oecd.org/internet/consumer/1878940.pdf (accessed: 05.09.2019)
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Cognitive ability and knowledge of a task might be more important than group 
process when it comes to predicting decision-making effectiveness in complex 
planning tasks [Devine D., 1999: 630].

4.7. Ethical, Cultural and Communicative Problems

Due to cultural differences, solutions reached might not be good in an ethical 
sense or acceptable to all the parties. As a rule, jurors try to find the right solution, 
defining the right as that which maximizes the good [Rawls J., 2009: 42]. However, 
judgments on the right and the good could be made separately. The good can be 
defined as excellence, pleasure or happiness. The perception of what is ethically 
good depends on the culture of a certain community. Thus, jury judgments in 
international online dispute resolution might be not ethically good or fair for the 
parties in dispute.

Apart from cultural and ethical problems, there are communicative difficulties. 
The English language, as the main language used in proceedings, substantially af-
fects the result. Not only is it a barrier for disputants from non-English-speaking 
countries, but it is also a source of cultural differences. There are notable differ-
ences for objects that might be familiar to some cultures but not others18. In the 
international dispute resolution process, the people of different nations have dif-
ferent understandings of the same things.

4.8. Simplification of Procedures and Predetermined Answers

Dispute resolution platforms adjudicate disputes faster than national courts do. 
This is achieved, in part, by simplifying procedures and standards. In most cases, 
the resolution of online disputes involves no investigative procedures, hearing of 
evidence and testimony or discussion or contest. However, online dispute reso-
lution platforms are poorly suited to complicated problems because simplifying 
procedures can compromise fairness19. In disputes that involve conflicting beliefs 
about objective truth, the principal criterion of the successful dispute resolution 
is the accuracy or correctness of decisions resulting from the procedure [Lind A., 
1988: 36]. A lack of procedural fairness could result in an unjust settlement of the 
claim. Simplifying the judicial process increases speed but restricts the ability of 
jurors to express their thoughts, sometimes limiting their options for answering 

18 Jana R. and Lovejoy J. Exploring and Visualizing an Open Global Dataset. Available at: 
https://ai.googleblog.com/2017/08/exploring-and-visualizing-open-global.html (accessed: 
02.08.2019)

19 Ambrogi R. Is There a Future for Online Dispute Resolution for Lawyers? Available at: https://
www.lawsitesblog.com/2016/04/future-online-dispute-resolution.html (accessed: 12.09.2019)
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or responding. For example, Kleros limits jurors to the use of Yes/No answers or 
allows them to input a number or date or to select multiple answers from the avail-
able options. When jurors’ option are limited, their decisions might be less fair. 

Conclusion

The use of technological dispute resolution has grown considerably over the 
past decade. This research shows that blockchain dispute resolution is effective 
for disputes between unidentified persons. The social and psychological aspects of 
blockchain dispute resolution include such concepts as the wisdom of the crowd 
and such technological solutions as cryptography. The wisdom of the crowd is the 
major source of fairness in online dispute resolution. In addition, highly moti-
vated and knowledgeable individuals or small groups of individuals could produce 
decisions that are more effective, wise and fair  — albeit more costly and time-
consuming. Cryptography and distributed ledger technology guarantee the im-
mutability of data. In the absence of other sources, the reputation of jurors and 
parties is proven by the fact of disputes, the evidence of the case, the fee for the case 
proceeding and the historical data of a crypto-account.

The fairness of the judgment depends on the number of jurors and their abil-
ity to cooperate on the platform. Collusions and manipulation could harm the 
adjudication process. The balance between cooperative actions for greater fairness 
and concerted acts of collusion depend on jurors’ motivation and moral integrity. 

Platforms for blockchain dispute resolution achieve procedural fairness with 
the help of fewer formalities and by treating the parties involved with dignity and 
respect. This form of dispute resolution provides a reasonable cost-benefit ratio. It 
lacks, however, such traditional elements of procedural justice as a neutral forum 
and jurors with a public reputation for trustworthiness.

At the same time, blockchain dispute resolution meets many objectives of pro-
cedural justice. In particular, it supports process-related goals for public involve-
ment, provides inclusive procedures for public participation, enables interactive 
procedures and ensures a clear justification for decisions.

Drawing on the wisdom of the crowd, blockchain dispute resolution is a reli-
able instrument for settling differences between the members of an increasingly 
far-flung global society. 
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Introduction

In 1956, Artificial Intelligence (AI) was first introduced by its father, John Mc-
Carthy, in Dartmouth [McCarthy J., 2006: 12–14]. Digital transformation brings 
risks, as technology is the first layer [Dmitrik N., 2020: 54–78]. In recent years, 
technologies based on AI and Machine learning (ML) have progressively increased 
in their capability and accessibility, showing no sign of abating [Caldwell  M., 
2020: 1–13]. By understanding the AI law for the future, its advantages and dis-
advantages that can make AI advisable to humanity [Cui Y., 2020: 187–191]. AI 
research and its regulation aspire to balance innovation’s social security against 
potential harms and obstructions [King T., Aggarwal N., Taddeo M., Floridi L., 
2020: 89–120]. Development, adoption, and promotion of AI are the priorities of 
the Indian Government to make lives easier for society [Marda V., 2018: 1–19]. 
The preciseness and verisimilitude of the details about where the crimes occur, 
furthermore information on the depiction of crimes provided an approach to un-
derstanding such crimes in other countries [Furtado V., 2010: 4–17]. McGuire 
and Holt’s further throws light on the impressive and much needed Routledge 
Handbook of Technology, Crime and Justice [McGuire M., Holt T., eds., 2017: 
1–722] that has evidence of criminology’s burgeoning of technological interest 
[Hayward K., Maas M., 2020: 1–25]. The most important lookout to implement 
this research would be to update judges to be specialist in the field of computer; 
such laws should be implemented wherein all the judges should be well trained 
to use this technology1. Using Artificial Intelligence which is the main emerging 
technology invented by John McCarthy and is beneficial as it perceives all the data 
as it is. In contrast, a human mind has to choose or make a selection from the 
different pieces of data before reasoning, leading to possible errors2. Information 
technologies and its applications has become more diverse and effective, such as 
COPLINK. As this COPLINK, is a licensed software that bridges the gap by con-
ducting research as well as solving real world crimes by helping police officers as 
they serve the community in a sophisticated and understandable way [Chen H., 
2003: 271–285]. This COPLINK project unites University of Arizona’s Artificial 
Intelligence Lab with the Tucson Police Department’s law enforcement, where 
crimes analyst, detectives, sergeants use this technology [Hauck R., 2002: 30–37]. 
In this paper, we have discussed on how the Artificial Intelligence could be used 
for the resolutions of criminal justice system, since it becomes difficult for the 
court of law to maintain the database of all the criminal activities, we have tried 
to sort this issue by feeding some criminal data to the model created by us and 

1 Available at: https://builtin.com/artificial-intelligence (accessed: 25.11.2019)
2 Available at: https://towardsdatascience.com/advantages-and-disadvanta ges-of-artificial-

intelligence-182a5ef6588c (accessed: 25.11.2019) 
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therefore improving the way of investigation. Data plays a significant role in the 
criminal justice system, especially in predictive analysis3 since the data itself re-
veals the information of the crime. It is crucial to think about the diverse and vast 
ethical dilemmas occurring in the criminal justice system, which involves making 
moral judgments and deciding about wrong and right. Data mining can be used 
in understanding and designing crime detection models [Nath S., 2006: 41–44].

 Such ethics have been maintained since the model cannot be biased and gives 
accurate results. We understand that using predictive analysis is challenging in 
policing. Still, it should not mean that law enforcement agencies should not use 
analytics or intelligence for the improvement of investigation [Isaac W. 2017: 
543]. With this research risk assessment and the investigation of the criminal jus-
tice system will become more sophisticated. The possible question raised would 
be who should be accountable for semi-automated decisions? [Završnik A., 2020: 
567–583] since the accuracy is directly proportional to the data fed; therefore, the 
entire model depends on the specificity of the data. This tool can be useful for the 
lawyers as well those who are expert in technology and those who are not so tech-
nically advanced; they can make usage of this tool for predicting using different 
datasets [Alarie B., Niblett A., & Yoon A., 2018: 106–124]. 

1. Preparing the Model

The most crucial concept for approaching this topic would be the understand-
ing of recidivism; through this model, we can keep a close watch on the behavior 
of various states and the crime committed. As shown in the Fig. (1) we can see how 
through certain steps our data is being processed in order to get the desired results. 
Different programming languages and environments enable ML research and de-
velopment of its application. Python language has a tremendous growth within 
the scientific computing communities in the last decade, so in this case most re-
cent ML and deep learning libraries are associated with Python based [Raschka S. 
et al, 2020: 193]. Python is used to prepare the model of predictive analysis and us-
ing the EDA (Exploratory Data Analysis) when a particular data becomes large or 
we need to understand some complex relationships in the variables. Through this 
paper we can perform the molding of such data for better investigation purpose.

First, the data is loaded in python and then we perform data cleaning and ex-
ploring the information in the variables. Pandas which provide data frames are 
imported using python, Matplotlib provides plotting support, and Numpy pro-
vides scientific computing within dimensional object support as seen in Fig. (2).

3 How data plays a significant role. Available at: https://www.aclu.org/issues/privacy-technology/
surveillance-technologies/ai-and-criminal-justice-devil-data (accessed: 09.04.2018)



81

Puneet Gawali, Reeta Sony. The Role of Artificial Intelligence in Improving Criminal Justice... Р. 78–96

Fig. 1. Model Process Flowchart

In [2]: import pandas as pd 
import numpy as np 
import matplotlib.pyplot as plt 
import seborn as seabornInstance
from sklearn.linear_model import 
LogisticRegression
from sklearn.model_selection import train_
test_split
from sklearn import metrics
import os
% matplotlib inline

# pandas is a 
dataframe library
# numpy provides 
N-dim object support
# matplotlib.pyplot 
plots data

Fig. 2. Importing Libraries

Secondly, standardization and visualization of data is very important to ensure 
that data fits the assumptions of the models. The Universal Rule of Law states that 
human rights, democracy and development depend on the level of progress the 
organizations and governments can achieve on the criminal justice front. The pri-
mary and crucial objectives of the criminal justice are controlling and preventing 
crime, maintaining law and order, protecting fundamental rights of victims along 
with the people in conflict with law, punishment and rehabilitation of those ad-
judged guilty of committing of crimes, and protection of life and property against 
crime and criminality in general. It is considered to be the primary obligation of 
the state under the constitution of India [Dhillon K., 2011: 27].

This paper would thus give an overview how every police station can update 
their data and predict the criminal behavior of the crime or any data available. Im-
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porting various libraries and functions is the positive point of using python in this 
research paper since the data could be easily adjusted, it can be seen in Fig. 3 and 4.

Accurately predicting rare events is difficult, so the probability of having them 
in data is low, and the probability of training the algorithm is also low. Therefore, 
we only need a few percentages of the event to be able to train, to ensure that 
we have a reasonable chance to define how correctly a person or state is likely to 
develop the behavior or motive of committing a crime. Importing pandas will 
let us easily search the columns by name and see how many times this is true. 
Also, in the last column seen in the Fig.3 threat columns are mentioned which 
is categorically divided into binary 1s and 0s where 1s define that the attacks are 
increasing drastically whereas 0s define that the motives are mild. When a crime 
is predicted there will be questions arise regarding how an algorithm or code can 
be trustworthy4. This research would, therefore, throw light on this area where 
the data itself would be deciding everything, the more real the data the more ef-
fective the accuracy would be. Data mining and predictive analysis play an essen-
tial role in our life5. Now if we look into the data available very carefully, we can 
find whichever states having high unemployment rate (according to report by the 
Centre for Monitoring Indian Economy). It is noteworthy, that such states have 
high cybercrime rates which further denotes that in various states computer is 
used as a source to dupe money through various online frauds. The reason behind 
this is maintaining the anonymity and causing the harm because of vengeance or 
other motives. Cybercriminals mostly exploit the high-speed internet available at 
a lower cost to commit various criminal activities without being caught unless the 
states possess properly well-maintained cybersecurity labs to curb such crimes. 
The CMIE report further reveals that people belonging to age group 40 to 59 years 
have been successfully able to retain their jobs whereas people aged below 40 years 
were expelled out of their respective jobs which lead to social tension, desire of 
revenge, anger and other motives to launch such cyber-attacks6.

The data shown in Fig. (3) presents the topmost cyber-crimes happened in 
various states of India until 2019. So far, which includes such crimes as bullying 
on social media and not full-fledged crimes wherein a lot of technical skills are 
required, this shows that certain age groups of people have launched such attacks 
to malign the image of the victim7.

4 How code can be trustworthy. Available at:  https://www.smithsonianmag.com/innova tion/
artificial-intelligence-is-now-used-predict-crime-is-it-biased-180968337 (accessed: 05.03.2018) 

5 What is Data Mining? Definition of Data Mining, Data Mining Meaning — The Economic 
Times (indiatimes.com). Available at: https://economictimes.indiatimes.com/definition/data-
mining (accessed: 07.12.2020) 

6 The recent unemployment data. Available at: https://www.cmie.com/kommon/bin/sr.php?kal
l=warticle&dt=2020-01-21%2009:51:47&msec=203 (accessed: 21.01.2020)

7 National Crime Records Bureau Empowering Indian Police with Information Technology 
Available at: https://ncrb.gov.in/en (accessed: 22.10.2020)
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In Fig. 4 we can see the features of data, a feature is something that’s used to 
determine a result, and a column is a physical structure that stores the value of 
a feature or a result. In Fig. 12, using shape function the data is displayed in the 
format of rows and columns; here we have 36 rows and 13 columns; also, we check 
whether there are any null values present in the data sets shown in Fig. 12. Matplot 
library is used to create a function that cross plots feature so that we can see when 
they are correlated. Data is then inspected in order to eliminate any additional 
columns or rows to with no values that we no longer required. The duplicates 
including the same values are removed the same way. This is done to arrange our 
data since visual inspection may be error-prone and cannot deal with the critical 
issue of correlated columns. Thus, pandas help in understanding such null values 
and therefore identifying it in our data as we can see in Fig. 6, Is Null method will 
check each value on the data frames for null values. Similarly, Matplot library is 
used to create a function plots features so that we can see when the data is cor-
related: the color in yellow denotes the very positive correlation as seen in Fig. 11 
and other color denotes that the data is not well correlated. In Fig. 11 we can see 
that column names on the horizontal and vertical axes is a matrix showing which 
column contains the data that are correlated with values.

In [3]: os.getcwd()
 os.chdir (‘C:/Users/Puneet/CRIME RECORD’)
 os.getcwd()

Out[3]: ‘C:\\Users\\Puneet\\CRIME RECORD’

In [20]: Cyber_data = pd.read_csv(‘Cyber new.csv’) # read dataset
 Cyber_data.head()
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Fig. 4. Selecting the data
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As we can see in Fig. (4) and (5), data is fetched from the file path and utilized 
for the further data cleaning and correlating.

In [3]: os.getcwd()
 os.chdir (‘C:/Users/Puneet/CRIME RECORD’)
 os.getcwd()

Out[3]: ‘C:\\Users\\Puneet\\CRIME RECORD’

In [20]: Cyber_data = pd.read_csv(‘Cyber new.csv’) # read dataset
 Cyber_data.head()
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Fig. 5. Showing the data

2. Molding the Data

After cleaning the data of any extra columns or null values, we proceed to mold-
ing the data by inspecting if there are any issues. Algorithms are largely mathemat-
ical models which work best with numeric quantities and once the data molding 
is done, we can use this data for further training the algorithm as seen in Fig. 6 
count, mean, std, etc. is calculated so that the data is molded accurately. Therefore, 
in machine learning, a lot of data manipulation is done for trial and error and 
predicting the best of the accuracy. When the data is manipulated it’s very easy to 
change the meaning of the data what also helps in understanding if data has gone 
wrong anywhere. The entire model is created in Jupyter Notebook, therefore keep-
ing track of all the changes and updates have been done automatically [Perkel J. et 
al, 2018: 145–147]. We also have the interactivity of the python interpreter using 
which we can make our data simpler for the prediction, as seen in Fig.6 and 7.
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3. Testing Model’s Accuracy

In this section we will discuss the role of the Machine Learning algorithm. An 
algorithm can be defined as an engine that drives the entire process. For our predic-
tion, we will use data containing examples of the results and try to predict the future 
using the scikit learn and the algorithm’s logic the data is analyzed. This analysis 
evaluates the data concerning a mathematical model and logic associated the al-
gorithm, and the algorithm then uses the results of this analysis to adjust internal 
parameters to produce a model that has been trained to best fit the features and 
give the best results. The best result is defined by evaluating a function specific to a 
particular algorithm. Therefore, the fit parameters are stored and hence the model is 
now trained. Further, we use this model to predict on the real data. We use the Sci-
kit learn package in python to predict on the real data. The parameters of the trained 
model along with the python code is used to predict whether the state is in threat of 
cyber-attack or no. Selecting an appropriate algorithm from scikit learning was the 
toughest part which we faced while researching on this paper. 

Prediction means supervised learning so eliminating all other algorithms was 
my main goal, furthermore, prediction can be divided into two more categories 
regression and classification, where regression means a continuous set of values. 
Predicting binary outcome whether the threat is there or not; we further elimi-
nated all the algorithms that do not support classification in general and especially 
binary classification. Naïve Bayes, Logistic Regression and Decision Tree are algo-
rithms which support classic machine learning algorithms and also provide excel-
lent help in understanding more complex algorithms. 

In [8]: plt.figure(figsize=(15,10))
 plt.tight_layout()
 seabornInstance.distplot(cyber_data[‘Risk’])

Out [8]: <matplotlib.axes._subplots.AxesSubplot at 0x1c303d03808>

Fig. 8. Graph Denoting the Risk 
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Logistic regression algorithm has a dubious name since in statistics a regression 
often implies continuous values but logistic regression returns a binary result. The 
algorithm measures the relationship of each feature and compares them based on 
their impact on the result. The result and value are then mapped against a curve 
seen in Fig. (8), which is equivalent to threat or no threat.

def plot_corr(df, size=11):
 “””        
 Function plots a graphical correlation matrix for each pair of columns 
 in the dataframe

 Input:
  df: pandas DataFrame
  size: vertical and horizontal size of the plot

 Displays:
  matrix of correlation between columns. Blue-cyan-yellow-red-darkred  
  => less to more correlated
   0 ---------------------> 1
   Expect a yellow line running from top  
   left to bottom right
 “””

 corr = df.corr()
 fig,ax = plt.subplots(figsize(size, size))
 ax.matshow(corr)
 plt.xticks(range(len(corr.columns)), corr.c olumns)
 plt.yticks(range(len(corr.columns)), corr.c olumns)
 plt.setp(ax.get_xticklabels(), rotation=90, horizontalalignment=’right’)

Fig. 10. Giving the values for correlation

In [10]: plot_corr(cyber_data)

Fig. 11. Correlation graph
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4. Training the Model

Splitting the cyber data into two sets one for training the model and the other 
for testing the model, about 70% of the data we have put in the training set and 30% 
of data in the testing set, after this, we have trained the algorithm with the training 
data and held the test data aside for evaluation. This training process produces a 
training model based on the logic in the algorithm and the values of the features 
in the training data. Care has taken not to use all the data to train since data drives 
training of the model. The library which handles machine learning, training and 
evaluation tasks in Python is Scikit learning, it provides a set of simple and effi-
cient tools that can manage many of the tests in machine learning. 

Scikit supports machine learning and it is built on Python libraries such as 
NumPy, SciPy and Matplotlib and supports these and panda’s data frames. It is 
generally a toolset that makes training and evaluation tasks simple; these tasks in-
volve splitting the data into training and test sets, preprocessing data before train-
ing, selecting the most important data features, creating train model, tuning the 
model for better performance. 

In [11]: x = cyber_data.drop([‘Risk’, ‘State_UT’], axis=1) # Independent  
 Variables
 y = cyber_data[[‘Risk’]]  # Dependent Variable

In [12]: X.shape

Out [12]: (36, 18)

In [24]: # Splitting the data into train and test
 X_train, X_test, y_train, y_test = train_test_split(X, y, test_ 
 size=0.4, random_state=1)

In [14]: # Building Linear Regression 
 reg = LogisticRegression()
 reg.fit(X_train, _train)
 

M: \Users\Puneet\anaconda3\lib\site-packages\sklearn\utils\
validation.py:760: DataConversionWarning: A column-vector y was 
passe d when a 1d array was expected. Please change the shape of y 
to (n_samples, ), for example using ravel().
y = column_or_1d(y, warn=True)
M: \Users\ Puneet\anaconda3\lib\site-packages\sklearn\linear_
model\_logistic.py:940: ConvergenceWarning: 1bfgs failed to 
converge (status=1):
STOP: TOTAL NO. of ITERATIONS REACHED LIMIT.

Fig. 12. Applying regression algorithm
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5. Checking the Accuracy

Explanation for code:
Since we know that through our research aimed to predict whether a particu-

lar State/UT is at a higher risk of cybercrime when using such variables as Per-
sonal revenge, Anger, Fraud, etc. In order to predict this relationship, we have 
used a statistical technique Logistic Regression. Before we move to modeling, we 
have to check if there is any correlation between the independent variables, in 
other words, we have to check if there is a relationship between the independent 
variables (example Personal revenge, Anger, Fraud etc.). In the correlation plot, 
we should ignore the diagonal block as the diagonal block in yellow represents 
the correlation with itself (i.e., Personal revenge and Personal revenge) in which 
we are not interested. Yellow color represents high correlation, light green color 
represents moderate correlation, dark green color represents low correlation, and 
complete dark color represents no correlation. So, from the plot we can say that 
there is a high correlation between Sexual exploitation and Anger, spreading pira-
cy and prank etc. as if we see the block of these variables in the plot, they are yellow 
in color. There is a moderate correlation between Spreading piracy and Causing 
disrepute, Prank and Inciting hate against country etc. as if we see the block of 
these variables in the plot, they are yellow in color. Similarly, we can say that the 
variables with darker blocks have less of no correlation. We have divided the data 
into X and Y where X is the independent variable and y denotes the dependent 
variable. So are independent variables being Personal revenge, Anger, Fraud, etc. 
and our dependent variable is risk.

Further checked the shape of X (just a sense check), then divided the variable 
into train and test, (we will use the X_train and y_train to train the logistic re-
gression model and then test the model using X_test and y_test). Now we have 
used the function to build a logistic regression model using the data X_train and 
y_train. We are using this logistic regression when our dependent variable has 
dichotomous type, i.e., True/False, Absent/Present etc. Now having built a model, 
we have predicted the expected values of y using X_test. After predicting the ex-
pected values for y we will now check the accuracy of the model. The accuracy of 
the model depends on the number of cases we have predicted correctly, i.e., the 
number of times we have predicted that the State/UT is at risk. The state was actu-
ally at risk and the number of times we have predicted that the State/UT is not at 
risk and the state was not at risk. As seen in Fig. 11, 12, and 13, we can see that how 
the model behaves in predicting the accuracy of the threat in the states. 



94

Articles

Out [14]: LogisticRegression(C=1.0, class_weight=None, dual=False, fit_ 
 intercept=True,
  intercept_scaling=1, 11_ratio=None, max_iter=100,
  multi_class=’auto’, n_jobs=None, penalty=’12’,
  random_state=None, solver=’1bfgs’, tol=0.0001, verbose=0,
  warm_start=False)

In  [15]: # Predicting  the cases
 y_pred = reg.predict(X_test)
 y_pred

Out [15]: array([0, 0, 1, 1, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0], dtype=int64)

In [18]: Metrics.accuracy_score(y_test, y_pred)

Out [18]: 0.6666666666666666

In [19]: cyber_data.head(5)

Out [19]:
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Fig. 13. Model predicting the accuracy 

Conclusion

Through the study above, we can conclude that by trial and error of various 
algorithms, we could draw some crucial points with the help of the Logistic Re-
gression Algorithm. This research would surely help the law enforcement agencies 
understand the root cause of the crime as if there was any political movement, 
natural crisis, or else massive dropouts in the particular state which led to a person 
committing the crime. As we cannot rely on this model completely in sentencing 
the accused, his/her parenting, upbringing, society, and teachings should also be 
gone through to understand the reason behind committing the crime, as we all 
know the law enforcement agencies or government can only bestow law upon us. 
Still, the root cause of this crime should be found out and eradicated. The bigger 
question is, how will technology shape the judicial function, and to what extent 
[Sourdin T., 2018. Judge v. Robot: Artificial Intelligence and Judicial Decision-
Making. UNSWLJ, 41, pp: 1114], but it will surely benefit the judiciary system in 



95

Puneet Gawali, Reeta Sony. The Role of Artificial Intelligence in Improving Criminal Justice... Р. 78–96

some or other way. The various sectors can benefit from this new technology pro-
vided that it is not used for somebody’s harm for it to behave in unpredicted and 
potentially harmful ways [Cath C., 2018: 1–8]. Thus, the proper judicial monitor-
ing of data fed can enjoy this model’s beauty.
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 Abstract
The emergence of the social media and its virtual communication space has enabled people 
at large to interact and communicate from the conventional mode of one-to-one to many-to-
many. It exploded onto the technology in the last decades for commercial and entertainment 
purpose and rapidly it had become very much prevalent globally. Initiated as a friend-finder 
it went on to the extend encompassing every features of media where the users had a domi-
nant role. When mass media and digital media was through certain modes, social media not 
only changed the mode but the creators and audience. From passive news listeners, it be-
came active creators and sharers of contents in the form of information. With the enablement 
of technology, anybody with an internet access and own opinion can be part of social media. 
Under the guise of user-generated content, be it in sharing of news or opinion or images or 
videos and now even the live video promoting political, social, cultural aspects, social media 
do not hold any accountability because only users are producing contents. Also, being an 
intermediary, it is free from any liability for the user generated data under Indian Information 
Technology Act, 2008 and the existing global consensus under safe harbour doctrine. The 
law in this area is still relatively unsettled. The misuse of social media got reported with vari-
ous incidents of such as impersonation, anonymity, profile account hacking, privacy threats, 
sexual or aggressive solicitation, cyber-bullying, and many such related serious issues. 
However, in all these matters, social media was provided with a benefit for its passive involve-
ment of choosing the users or the contents posted. The liability was always on the content 
producers. It is certain degree of due diligence social media platform needs to observe that 
too very minimal! This paper endeavours to question the existing privilege available to social 
media at par with conventional media and also highlights the social-legal dilemma it put forth 
with unprecedented use of data. It further dwells upon the legal impediments in challenges 
that social media pose for the lack of legislation- especially for data protection and user pro-
file anonymity detection. It thus attempts to find out whether social media is to be equated 
like media or should it be viewed as mere platform for people to express. If it is just a platform 
to express, whether the current Indian legal framework is sufficient enough, to deal with the 
ramifications arising out of social media especially when most of them are social media com-
panies incorporated and registered under foreign jurisdictions.

This article is published under the Creative  
Commons Attribution 4.0 License
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Introduction

The  internet service websites, blog pages, mobile technologies, social media 
and networking sites web have entirely altered previously prevailed communication 
model. The internet, digitalization and social media are transforming news from its 
traditional practice from its original notions of press and media. The degree at which 
exchange of communication existed had been multi-folded with sudden increase in 
information collected and circulated. Today every news-media has its social media 
webpage including Twitter handles or Facebook pages thus stories are searched on 
internet service providers to know if any user has uploaded anything that became 
‘viral’. Moreover, it has become a necessity for mainstream print media to have their 
websites, live videos, journalists’ blogs, invited newsrooms debates where invitation 
is extended to community participation [Knutson A., 2009: 437–474]. 

The bloggers consider themselves as journalists and break scoops and stories. With 
notable shift to mobile news access news has now become omnipresent-available on 
every platform at any time. Regardless of their professions, resources or training 
today, netizens are disseminating news to the public themselves. Personalized and 
participatory stories having maximum views or shares are now converted as news. 

Further the technological changes and ongoing perception of news”, its prac-
tices of reporting are greatly influencing at its quantity, quality and nature of re-
porting, whether online or in print. While print media still have a noteworthy 
readership, the digital media and new media sites have clearly had a fading impact 
on the print medium. Social media has divulged in innovative ways to intercon-
nect and collaborate the population through technology. Smart-phones and tab-
lets have redefined customer computing and provide instantaneous access to in-
formation from any locality. For instance, observe the development and muti-fold 
uses of a smart phone [McPeak A., 2015: 235–292]. On it, one can listen to music, 
phone people, text, watch videos, send and receive emails, surf the internet, play 
games, watch videos, store pictures and plan the travel with calendar and many 
other things. Instead of carrying disc-man, walk-man, laptop, diary, camera, tele-
phone today all in one is possible. This is the convergence where all contents and in-
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formation is carried by one tool [De Sola P., 1983: 76]. The much notable character-
istic of social media is the upsurge in ‘citizen journalism’, under which individuals 
determine what could be the news and accordingly publish it via blog or platforms 
and disseminate the same unlike the earlier prevalent mainstream journalism. This 
has created a discrepancy in the online communication (often equated to ‘chatting’ 
from one to one) the social communication where (any tweet or Facebook post is as 
much a publication as a newspaper article from one to many or many to many). The 
commencement of an online-based ‘activism’ accompanied by the Web 2.0 technol-
ogy conveys an occasion for its collaborating platform, includes blogs and social 
network sites an online skill for users to stimulate a profile — public or semi-public, 
with a view to network with other whom they share a conjoint relationship, and tra-
verse others’ profiles and networks. This content creation can turn out to be adverse, 
menacing or can have a prospective to stir up a rebellion. 

 The internet as a whole and social media in particular exaggerate the possibility 
for contents to initiate riot just by taking the circumstances out of the background 
and using it or even manipulatively generating it. Similarly, it is to be seen how far 
the privacy constraints are trespassed. Unlike the normal media, it is perplexing 
for the mass dynamics to enforce a similar controlling impact on social media, 
which goes on to another argument for why social media need to be regulated like 
traditional mass media. Apart from that, safe-harbor provisions where limited li-
ability prevails for Internet intermediaries exists to be eroding the notion of tradi-
tional news media. Debates on this limited liability though raise confusion, inter-
mediaries moot that they cannot control or regulate content online and therefore 
should only have restricted accountability. Given the mass quantity of data they 
handle, social media platforms mainly rely on report notifications from users who 
raise about the content if it deems misleading or unbefitting. There exists diverse 
global regime worldwide to determine the liability, with various impact [Stacy A., 
2017: 1375]. This lack of unanimity in determining Intermediary liability is again 
an issue when it is a foreign company functioning in various jurisdictions having 
different legal scenario. Hence this necessitates to discover the issues and chal-
lenges involved in social media and examine how far Indian legal framework tried 
to fill the gap created by these issues. Also the case studies are done so as to analyze 
how other countries have done their best to resolve the same.

1. Legal Issues

1.1. Hate Speech or Inciting Posts/ Mob Iynching 

Speech that provokes or generates animosity adds to target, downgrade and 
dehumanize specific groups, resulting them to be in sidelined whereby society gets 
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stratified and divided. The risk of inciting speech is linked to that posed by the very 
crime in promoting speech. While hateful-speech cases happens in all categories 
of media, and should be preserved the same irrespective of the medium, the exis-
tence of the Internet, especially social media makes a difference here. There is no 
unanimously recognized account on hate speech. Besides, a direct association — 
ethical and legal consequences — cannot be recognized between the dissemina-
tion of hate speech and violence. For the very term hate makes it a subtle notion 
and exposed to precise exposition. It is a concept that creates misunderstanding 
and, given its actual nature, is temperately easy to control1. This makes new media 
to control all the writings based on hate speech.

In India the provisions to curb hate speech are laid down in different way. Un-
der Indian Constitution, interests of the sovereignty and integrity of India”, the 
security of the State”, friendly relations with foreign states”, public order”, de-
cency or morality or in relation to contempt of court”, defamation or incitement 
to an offence are the aspects under which Art. 19(2) are applied where freedom of 
speech can be restricted. Apart from this, Indian Penal Code has specific sections 
along with specific provisions under the“Scheduled Castes and Scheduled Tribes 
(Prevention of Atrocities) Act, 1989; Protection of Civil Rights Act, 1955;”Inde-
cent Representation of Women (Prohibition) Act, 1986; The Religious Institutions 
(Prevention of Misuse) Act, 1988; The National Security Act, 1980 etc Further 
there are certain specific media laws that govern hate speech that are even ap-
plicable to digital media. Despite blocking access to content under Section 69A2, 
takedown of content under Section 79 of IT Act3, 2008 and other modes of self-
regulation policies are prevailing. 

The question is whether the principles as adopted in offline media is to be the 
same for online media? The content flowing through internet-facilitated mobile 
phones and on social media, has reconfigured the technique in which the law, 
police, and civil society have coped with this issue4. The multinational flow of in-

1 Law Cơmmissiơn ơf India.“267th Report of Hate Speech. Delhi, 2017.”
2 S. 69 A, IT Act, 2000 states: Intermediaries failing to comply with the direction issued could 

be punished with imprisonment for a term which may extend to seven years and shall also be liable 
to fine.”

3 S. 79, IT Act, 2000 exempts intermediaries from liability in certain instances. It states that 
intermediaries will not be liable for any third party information, data or communication link made 
available by them.

4 See S. Narain. Social media, violence and the law: Objectionable material and the Changing 
Contours of Hate Speech Regulation in India. Culture Unbound, 2018, no 3, p. 388–404. The cases of 
communal violence reported in India such as in Pune in 2014, in Muzaffarnagar in 2013, the issues 
cropped up at Azad Maidan, Mumbai in 2012, and the emigration of persons from the North-East 
states from cities such as Bangalore and Pune in 2012, show that the police have charged, arrested 
or even acknowledged those liable for acts of vehemence or making confrontational dialogues, but 
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formation, the effortlessness of inter-platform interchange, and the pace and scale 
with which information move, has challenged the conventional fact-finding and 
investigation procedure for police force. 

The hate speech and its repercussions were first discussed exhaustively in 1919 
Schenck case5, where Judge J. Holmes made a difference between speech having 
malicious formation and speech with unintended result. By interpreting constitu-
tional protections and dealing with the extend of harm speech can cause by elu-
cidating proximity and degree, the“doctrine of clear and present danger test was 
formulated. This test though used in cases later reformulated in Brandenburg case, 
which focuses on imminent lawless action test6. The protections of this test, when 
applicable, have proven very difficult to overcome. Recently, this provision was 
interpreted by the US Supreme Court ruled in the case of Anthony Elonis7. With 
United States having a history of liberal speech with no apparent Constitutional 
restrictions, the judgment was merely a proposal to draw a distinction between 
regulating the manner of speech, as distinct from its matter!

When the offline media has been switched over to offline media, whether the 
same theories and principles exist is a matter of concern. Social media having the 
capacity to instantaneously spread messages to the crowds, unhindered by time 
or space, it is to be viewed seriously by law makers. Online activism can be in the 
method of advocacy or mobilization but there exists a thin line from advocacy to 
incitement.  These multi-ford issues that hate speech inflicts on its targets and ap-

have not been competent to track dangerous speech disseminating as videos, images or text to a 
certain source.

5 Schenck v. United States, 249 U.S. 47 (1919)
6 In this, the Court held: Freedoms of speech and press do not permit a State to forbid advocacy 

of the use of force or of law violation except where such advocacy is directed to inciting or producing 
imminent lawless action and is likely to incite or produce such action. Thus, governmental restriction 
on Brandenburg’s speech was held unconstitutional.

7 For more read: the case A. Elonis v. United States 135 S. Ct. 2001 (2015)”. In this case, after his 
wife and children moved out of their home, Anthony Elonis made various postings on the internet 
that caused others to fear for their physical safety.“Under this, the Pennsylvania amusement-park 
worker who took to Facebook to post violent rap lyrics aimed at his estranged wife, co-workers and 
the FBI agents who came to investigate him. Under the pseudonym ‘Tone Dougie’, Elonis went on-
line to vent, penning lyrics such as: ‘There’s one way to love you but a thousand ways to kill you… 
Hurry up and die, bitch, so I can bust this nut all over your corpse.’ The Supreme Court ruled that 
the original court case, which saw Elonis convicted for making online ‘interstate threats’, did not suf-
ficiently prove that he intended for the posts to be threatening — an important requirement for him 
to be found guilty. Though circuit court found him guilty under under 18 U.S.C. § 875(c), Supreme 
Court did not. The Supreme Court failed to deal with the issue whether incitement and threats are 
subject to the same constitutional protections and, if not, why not. Further, the Court might have 
described the kind of subjective intent required before one could be prosecuted for either incitement 
or threats. Regrettably, the Court shed very little light on these constitutional questions, and its sta-
tutory analysis offered too little direction to be helpful for lower court. 
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propriately explains that the menace of hate speech should be weighed against the 
prevalent societal, cultural and the historical environment. In Pravasi Bhalai San-
gathan case8, the Supreme Court had examined the ‘tendency’ and the ‘proximity’ 
tests involved in speech and expression but left it without describing or defining 
the hate speech considering it as judicial overreach. Contrary to the protected and 
responsible speech as reflected under Freedom of speech and Right to life9, some 
expressions and speech are intended to demean, overawe, or inflame violence or 
prejudicial action against a group of people. Finally with the Law Commission in 
its Report-267 stated that, certain parameters on identifying hate speech are ex-
tremity of the speech, status of the author, contents delivered, status of the victims, 
potentiality and context in which the speech was delieverd10.

 Coming to Mob Lynching, the statistics imply that, many are reported to have 
been killed in in the past few months in barbarousness fueled by WhatsApp mes-
sages11. Lynchings can be defined as extra-legal murders executed by a bunch of 
vigilantes who act like observants taking law in hand and with no justification kill 
individuals often accused of outrageous crimes. The objective behind lynching is 
to punish particular criminals and crimes but indirectly it also passes an unrigh-
teous message to public to have social conformity with moral norms be it on social 
hierarchy, status, and gender behaviours12. The recent judgment of Tehseen Poon-
awalla v Union of India and Ors13 where the three-Judge Bench of the Supreme 
Court headed by C.J. Dipak Misra had recognized the act of lynching as unlawful 
and in the light of growing instances of mob lynchings increased by misinforma-
tion arising out of social media messages. 

This leads to the conclusion that Information being a vital element to soci-
ety its distortion will have violent implications. Right to participate and right to 
disseminate are different. When right to participate is an affirmative right that is 
vested with citizens under the realm of right to know through access to certain 
governmental information, right to disseminate comes with inherent responsibil-

8 Pravasi Bhalai Sangathan v. Union of India 2014 SCC OnLine SC 22. Available at https://main.
sci.gov.in/jonew/judis/41312.pdf (accessed 03.10.2020)

9 To be read with Article 19(2) on the grounds of public order, incitement to offence and secu-
rity of the State.”

10 Law Commission of India, 267th report on Hate Speech (March, 2017).“LCI suggested for an 
Amendment in IPC to insert new section 153C (Prohibiting incitement to hatred) and section 505A 
(Causing fear, alarm, or provocation of violence in certain cases).”

11 “Since 2017 WhatsApp misinformation has contributed to more than 80 different lynching in-
cidents across India See BBC news report 12 November 2018. Available at: bbc.co.uk/mediacentre/
duty-identity-credibility.pdf (accessed: 10.12.2019)

12 Salam Z. Lynch Files: The Forgotten Saga of Victims of Hate Crime. SAGE, 2019, p. 120–130.
13 Writ Petition (Civil) No. 754 of 2016. 
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ity. With social media, those barriers are falling and suddenly platforms generous-
ness is helping ordinary citizens create new enterprises of all kinds. Many a times, 
public association in such lynchings happen due to random, silly and trivial rea-
sons. However when the substantial law when interpreted in procedural aspects, 
it usually gets watered down for its strict interpretations. Ideally, for a speaker to 
be prosecuted for incitement, therefore, the State must show:“(i) The perpetrator/s 
having intention to incite another; (ii) The perpetrator/s have done something 
actively to cause imminent violence; and (iii) The perpetrators’ overt acts were in 
a context that makes possible that such violence will occur. 

 With the criminal law interpretation of proving beyond reasonable doubt and 
mensrea to be specifically proved, it has lot of shortcomings. Secondly blocking 
of content online is used often to prevent the circulation of online hate speech. 
The process of issuing blocking orders is ambiguous, and the reasoning offered in 
orders is not subject to public scrutiny. This lack of transparency means there are 
few avenues available for the public to hold the executive accountable for misuse 
of its power to block online content. With the online media working under the 
self-regulation principle14, what it can be done to improve the scenario to have a 
uniform policy for all the social media. For instance, in WhatsApp, the terms of 
use do provide that a user account, or access to the account may be modified, sus-
pended or terminated for any reasons, including violation of the ‘letter or spirit’ 
of the terms. It also states that ‘creation of harm, risk, or possible legal exposure’ 
for WhatsApp can lead to the modification, suspension or termination. However, 
there is no reporting or other enforcement mechanism specific to ‘hate speech’15.

1.2. Jurisdiction

In the common law method, the application of jurisdiction had been founded 
on where the dispute is governed. With the digital media and social media the 
main concern was on how to govern the matters when affected parties are from 
different jurisdiction. The transnational nature of cyberspace, globalization of the 
Internet and the inapplicability of territorial jurisdiction has been challenging for 
nations vexing to implement at their laws in cyberspace. The past principles of 
forum conveniens or forum non conveniens, traditional state sovereignty, the juris-

14 For instance, many social media in its policy advertisements prohibits ‘hate speech’ on race, 
ethnicity, national origin, colour, religion, disability, age, sex, sexual orientation, gender identity, 
veteran status or other protected status, inflammatory content which is likely to evoke a strong nega-
tive reaction or cause harm. See T Gelashvili, Hate Speech on Social Media: Implications of Private 
Regulation And Governance Gaps Lund, 2018, p. 27.

15 WhatsApp Legal Info — Key Updates. Available at: https://www.whatsapp.com/legal/# key-
updates (accessed: 30.09.2018)



104

Articles

diction concerning content hosted and passed on the internet, regulation of free 
flowing content on borders were the concerns. When the foreign registered com-
pany, provides Internet users with access to various services beyond geographic 
boundaries the applicability of laws and regulations was a challenge 

 Jurisdiction denotes the dominion of a court to listen to a matter and de-
termine the case. Deprived of jurisdiction, a court’s finding becomes futile and 
powerless. The Internet generates uncertainty for sovereign territory since system 
restrictions traverse and surpass state boundaries. Under international law ‘juris-
diction’ is sometimes referred to as the law of ‘extraterritorial’ jurisdiction. The 
extraterritoriality also poses a challenge for judicial cooperation, in as much as 
legislative differences also affect very important questions relating to cyber-crime, 
such as data protection and communications secrecy. Additionally, it poses diffi-
culties that arise from the technical conformation and functionality of the Internet 
(such as on server setting, IP validation, various encrypting dealings for conceal-
ing identity from spam outbreaks, etc.) that causes a number of indecisions and 
complications in procuring evidence or outlining accountability.

Even trans-boundary defamation upsurges a range of concerns, especially the 
private international law demands about which courts should adjudge matters 
and what would be the applicable law. A defamatory statement if appears online 
it can be published wherever internet is accessible. The decision of a French trial 
Court to Yahoo Inc. to install filtering system to avoid people from offering to sell 
Nazi Symbols thereby hurting the sentiments of German people was significant 
for the jurisdiction16. In its initial ruling this trial court held that the U.S. website 
for Yahoo Inc. can be made answerable to French jurisdiction because it could be 
accessed from German people in France. The issues arose for its divergent legality 
existed in different jurisdictions. In USA, the sale of Nazi Items are protected un-
der First Amendment. Where as in France such sales are prohibited under Article 
R 645-1 of the French Penal Code. These challenges of overlapping jurisdiction 
advances these complex questions: With the cross-border aspect of internet, is 
there any universal doctrines or theories that may prevail over and which court 
will have jurisdiction? How far any sovereign national government can assert the 
application of its laws and regulations to any Internet activities that has its primary 
activity originated from a different jurisdiction? Conventionally there exists three 
fold approach one as Prescriptive jurisdiction second as Adjudicative jurisdiction 
and the third as Enforcement jurisdiction.

16 See:“Yahoo! Inc. v. La Ligue Contre Le Racisme et L’Antisemitisme, 145 F. Supp. 2d 1168, 1171 
(N.D. Cal. 2001). In this case Yahoo Auctions, being one of the applications offered through the 
Service allowed its users to communicate through the use of the Service, to buy and sell items in an 
online auction, where Nazi memorabilia was also found as auction items.”
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 Today when different parties and their nationalities are in question, there are 
certain presumptions pertaining to jurisdiction that the courts apply. In normal 
cases the court applies the general jurisdiction by applying the long-arm rule by 
stretching it over parties in other states to examine if the necessities in statute have 
been met and whether or not the application of jurisdiction would infringe the 
defendant’s due process rights. In other words, a municipal court can exercise per-
sonal jurisdiction over a non-resident defendant-be it a company or corporation, 
only so long as there exist ‘minimum contacts’ between the other party and his or 
her nation State. When the court cannot apply general jurisdiction, the court will 
search for specific jurisdiction and accordingly it will be applied, for instance sec-
tion 75 of the Information Technology Act deals with extraterritorial principle17. 
In the infamous incident of Blue-whale challenge as well, the effects doctrine was 
applied holding the administrator of a group or a community page responsible for 
their acts committed from one state or country, into another state’s victim18.

1.3. Curtailment to Right to Privacy

There exists a blurry line between the public and private sphere where one can-
not state what constitutes public and private information. Also, with the unprec-
edented dissemination of information on social media websites there also lie the 
difficulties in defining sensitive personal information vs. Personal information, 
and this consistently has repercussions upon user’s privacy. An enormous bulk of 
social networking sites fixed a certain privacy background as default so that every-
body can view a person’s record unless privacy settings are clearly altered. Infor-
mation tracking mechanisms exist in many websites and advertising companies. 
Users’ own favourites, behaviours and routine are easy to be pursued whenever a 
user log on to the internet he/she outrun a mechanized trail. This information is 
beneficial in corporate marketing especially in promotions that aim the individual 
customer. If a user logs on to any online shopping store for example myntra.com, 
then by default that user will get recommendations of such similar websites and in 
e-mail get hot offers from myntra.com. This condition leads to a rational conclu-
sion that somewhere social networking sites are involving users’ personal infor-
mation for revenue purposes. Additional aspect of privacy infringement in social 
networks is the lasting accessibility of user’s information to anyone. Even if user 
deletes the profile, the social media company still retains the data.

17 Karmanya Singh Sareen and Anr. v. Union of India Writ Petition (C) No. 7663/2016] on 
23.09.2016

18 Rosenblatt B. Principles of Jurisdiction. Available at: http://cyber.law.harvard.edu/proper-
ty99/domain/Betsy.html (accessed: 03.09.2019)
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 Safeguarding the privacy mandates isolation from unwanted publicity. This 
wish to embrace something personal often seems to be in clash with freedom of 
expression.

The frequent challenge between privacy and free speech thus fails to strike sta-
bility among the two competing interests”. Therefore, at times, privacy is quoted 
as ‘sweeping concept’ by jurists and with the social media, there is no overarch-
ing conception of privacy. The jurisprudential principle on which privacy rights 
vest is often connoted as informational autonomy that implies the right to control 
the flow of information about oneself”19. However there are certain blurred areas 
where privacy right cannot be determined. For instance: (i) Can an individual in 
public space demand privacy? (ii) Can a public person demand for same privacy 
as any other infamous person? (iii) Can an exposed information be withdrawn in 
the name of privacy? (iv) Can privacy right be protected after the exposure of the 
private data? (v) Can truth be a defense in privacy right validation like defamation 
matters? 

Thus it can be seen that the periphery of private or personal seems clouding 
and with technological advancement one cannot reasonable have privacy. Every-
one’s life is tracked and revealed. The argument in support of free speech would 
be sustained by the significance of the speech in terms of the public interest it 
serves.”Accordingly, when personal information placed is watched in public space, 
human dignity is despoiled regardless of the public reaction to that information. 
It is therefore suggested that if the main aim is the right to privacy, revelation of 
private facts would be warranted only if it is outweighed or overridden by a public 
awareness in revelation [Birks P., 1997: 65]. 

The inspiration to provide readers with the most meticulous detail about the 
private lives of celebrities and public figures is definitely not a newsworthy infor-
mation. Against this background, it is essential therefore that privacy law provides 
practical and effective protection if it is to respond to the examples cited above. 

There can be a number of instances of privacy infringement in offline mode. 
Gazing at one’s window at home that faces the dining table — In this window 
being a space to a room cannot be termed s public space. Same is the case with 
a car parked on road. Road may be a public space, but the car parked and the 
space within the car is private space. Gazing once by default and looking there 
several times to get any information are different. Listening to private conversa-
tions happening over the telephone is definitely an intrusion to privacy. It is for 
that reason the Supreme Court stated that phone tapping is a breach to privacy 

19 See, P. Regan. Legislating Privacy: Technology, Social Values, and Public Policy. University of 
North Carolina Press, 1995, p. 85–89.
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right20. Similarly is the snooping at a profile in social media. The activities of a 
person that appear on newsfeed is different from being checked every time. These 
instances reveal that a there are certain moral conditions inevitable for invasion of 
privacy21. Privacy, as a result consists of access to an individual’s information or 
any information concerning him [Rachels J., 1975: 323]. Every individual ought to 
disclose certain aspects of his private life and does not expect a loss of privacy on 
the ground that others gain access to him. If he chooses to allow himself any infor-
mation to go public, then he cannot complain about privacy. But if he chooses not 
to allow others gaining access to his personal activities or information, any intru-
sion or a disclosure of his personal data would violate his right of privacy. 

True that,“with the onset of web 2.0 and social media, individuals are facilitated 
to publish on computer networks without revealing their true identity. With the 
social media’s unlimited search and memory capacity, even minute particulars 
of personal information can have a gigantic bearing, even years after they were 
shared or made public. It cannot be equalized to normal speech theories as to 
promote truth, political and social participation and self-fulfilment. Rather, this 
unauthorized access to personal information to large groups of people invites the 
harm. 

Social media, in its original format, was not considered with privacy measures 
rather it was about divulging, involving, connecting, and access to information. 
With the Camridge Analytica exposure, it is felt that data about each of the us-
ers, held by third party stakeholders, is proliferating. The essential aspect infor-
mational privacy, in a world inundated in data, has become a matter of concern. 
The control over one’s information as privacy is not a new origination that means 
limiting unrestrained usage of one’s information -by protecting from undesirable 
usage of information about oneself. It is the skill to hold oneself -in the form of 
information — from unpredicted use of that information -such as by law enforce-
ment, professional opponents, or even family members, characterized against or 
produced by marketers and others who classify all about oneself. This notion of 
safeguarding information about oneself from causing maltreatment is the main 
thrust behind core notions of privacy exemplified in the judicial clarification of 
privacy through various ground-breaking judgments.

1.4. Changing Privacy Policies and Setting

Many social media websites keep changing the policies and install new features 
in the websites without giving due notifications to the users. Social media web-

20 PUCL v. UOI (1997) 1 SCC 301. 
21 Hong Kong Law Reform Commission, Consultation Paper on Stalking (Apr.,1998).
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sites are the hub of collection of private user information that can infringe upon 
a user’s privacy rights if no sufficient steps are taken while introducing new fea-
tures. Many of these policies are highlighted only when user reads in the privacy 
settings or policy settings. There initially it was mentioned that the website owner 
obtains the rights to use and distribute the users’ private information”. Devoid 
of providing any reasonable notice, the terms of the exchange between the user 
and the social media website had been constantly changing and being presented 
with new features and services including the advertisements, Beacon22, Newsfeed 
and Platform. This consequently has been leading to default modification in the 
privacy settings and the privacy policy. The algorithms and technology of social 
media drive the margins of disclosure—both voluntary and involuntary—along 
with privacy policy in the terms and condition. With the emerging trend to log in 
to all social media websites and apps with websites also letting the sites to access 
the data results in invasion to privacy [Gavison R., 1980: 421].

With the changing realms of the public and private and considering those as 
relative terms and shift according to individual perspectives, defining the privacy 
policies in social media platform is difficult. Additionally there is no supervisory 
system as it works under the principle of self-regulation. Necessary to have privacy 
is not about trying something to hide. It is about calling for safeguarding the con-
trol of one self. This is the self-regulatory regime with definite policies. Thus can 
be seen that many of these issues deal with the questions of: (a) Whether the effect 
by way of harm is to happen to create safeguard for infringement of privacy? (b) 
Whether ‘private’ refers to a category distinct from confidential? and (c) Whether 
privacy revelations have any safeguard under right to freedom of expression? It is 
the need of the hour to view privacy as protecting one’s identity. By safeguarding 
against revelation of the information, the discrimination can be prevented, pro-
viding a kind of remedy in anticipation of the harm23”.

1.5. Identity Theft

Identity theft is when a person fraudulently attains and operates in someone 
else’s character. Thereby one ‘appropriates’ another’s identity and uses it without 
consent. From social media, once the network circle is understood, spamming 
and phishing are done and thereby spam emails are composed to potential targets. 

22 Hashemi Y. Facebook's Privacy Policy and Its Third-Party Partnerships Lucrativity and Li-
ability. Boston University Journal of Science, 2009, no 15, p. 159.

23 Prominent privacy scholar Anita Allen suggests that there has been the rapid erosion of ex-
pectations of personal privacy ... people expect increasingly little physical, informational, and pro-
prietary privacy, and ... prefer less of these types of privacy relative to other goods. See generally 
Allen A. Coercing Privacy. Wm. & Mary L. Rev. 1999, vol. 40, p. 729–730.
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The emails composed in such manner randomly avail information such as Social 
Security Number, bank account details, etc. Social media seek such information 
that can identify users and its privacy settings allows users to select how the in-
formation can be used. Users have the choice to take in location information with 
their posts which will be stored to provide features for services. Once user gives the 
location and geographical place, then user will start receive new trends, stories, ads 
and suggestions for people to follow. Such feeds are helpful for the perpetrators 
to do identity theft and do the transactions through social media with spamming 
and the phishing.

1.6. User Tracking and Cookie 

‘Cookie’ is a term developed from HTTP cookies to track the general visitors 
to website in order to trace how often the persons visit were developed so a site 
could generally identify a visitor and keep track of how many times one visited the 
website. They are minutes of data stockpiled in browsers. Such information had 
been used for direct promotion programmes that target the individual customer. 
Such general information collection soon advanced as the past browsing behav-
iour of the visitors’ within a site, and also use the personal information willingly 
provided while registering for the content. Currently, it is a general trend for most 
of the websites and advertising companies to track user as he or she leaves behind 
an electronic trail. For instance, if one individual visits a website, the website via 
cookie acknowledges that individual as user A. If that person leaves the site and 
then browse the site once more, the cookie information stored in the website will 
recognize that A is the same user who was browsing the site previously. The area 
of concern is when an unapproved website uses any user/visitors details for proxy 
and initiates attack by conferring fabricated gathering of data to and take up the 
user’s activity. Many social media have acknowledged the prevalence of cookies 
in their websites. Additional part of privacy infringement in social media is the 
permanent obtainability of any user’s information to other users. Many social me-
dia servers have permanently keep the user account even though the user deletes 
complete information of account. 

1.7. Default Search Result 

“Initially the users’ profiles were openly available as default search by non-
user on many social media. By this, anyone not being on social media could also 
trace ‘users’ names, profile photos, address book, list of friends and even the pages 
which they are member in or even the places they checked in and so on. However 
with various criticisms from all over the world, they did change the settings. Even 
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then there are various social media such as Linkedin, Google Plus, Academia.edu.
in where users’ profiles are traceable with public search option.”The arguments 
debunking the privacy on FB revolve around the rationale that users key-in the 
information, and it is a social networking site, hence users waive of their privacy 
by taking part in such networking and being a part of social media”. To address 
this, the best case judgment would be of Y.G. v. Jewish Hospital of St. Louis24, a 
couple incapable to conceive a child endured in vitro fertilization at the oppo-
site party hospital. The process was effective however they had decided to keep it 
confidential for personal reasons like- disclosing their involvement would affect 
the religiously-especially when church condemned the practice. Hence only the 
hospital authorities and their very near relatives knew of the couple’s participa-
tion in the in vitro program. However, the issues cropped up when the couple was 
invited by the hospital’s successful fertility programme for which they got clicked 
by a camera crew. After the transmission of this program, the couple was traced 
and they stated that media breached their privacy right. The question was if any 
reasonable foreseeability existed for their breach of privacy? The court disallowed 
this contention, holding that being present in the party within hospital invitees 
clearly meant that the couple chose to disclose their involvement to only the other 
in vitro couples. This case is an example of stating that privacy right and letting the 
information go out of one’s hand is not within the concerned person’s limit. How 
much ever precautions one takes, certain information may go out of reach and in 
such case the other party has to be made liable.

1.8. Anonymity

The prevalence of anonymity in onsite medium is occasionally applauded for 
it enhancing the freedom of online communication. Anonymity however gives 
perpetrators opportunities to commit unwanted activities under the mask. Ano-
nymity revitalises embarrassments and can lead to uncommon doings thereby it 
can lead to misbehaviour, for instance harsh or rude language and acts that are 
critical or dangerous. With each computer portal to the web holding a unique In-
ternet Protocol (IP) address that is logged every time a user visits a website, one’s 
anonymity is nearly always traceable. However certain damages caused by anony-
mous user can be irretrievable. Anonymous services are often taken as advanta-
geous by perpetrators and that can affect safety and security at large. If activities 
are done in idiosyncratic or outwardly performed for fun or amusement, it should 
not be tracked. But the kind of communal, hate messages or misinformation gen-
erated by anonymous profiles are detrimental in nature.

24 795 S.W.2d at 502.
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“Currently, under the civil litigation, the legal system provides for a remedy 
in lawsuit and it is known as a John Doe lawsuit. Under this the complainant can 
lodge the plaint by suing an“unknown defendant.“The best example of anonymity 
is the case of Rahul Pashupal and his wife Reshmi for launching the webpage and 
Facebook by label Kochusundarikal depicting pornographic images of minor girls 
along with others, with abusive and sexual comments and made wide circulation 
in social network and made advertisements through the Internet25. There are re-
ports that assert that marriages of women victims were blocked due to their online 
victimization26. However many women at this instance choose to endure these 
pains without reporting petrified of social stigma27. When cyber-crime strikes, 
persons take it individually and essentially blame themselves for some cases of 
cyber-crime. Even when it comes to online pestering or being approached by a 
sexual predator, some victims yet blame themselves. There are certain profiles cre-
ates by anonymous people and track certain people and to find the whereabouts. 
There are cases reported where thieves see a status update of a family being on 
holiday for a lengthy period of time and jump at the perfect opportunity to steal 
some valuables.”

1.9. Cyber Bullying and Trolls

In India, there is IT Act of 2000, amended in 2008 that deals with cyber bullying 
under Section 67. However there are certain loopholes, especially when bullying 
has become rampant among school going teenagers. Targeting a person and ha-
rassing and embarrassing to negative, aggressive, and mean-spirited objectives are 
condemned for the repercussions it will have. With the prevalence of social media, 
the creation of web-page within social networking sites depicting pornographic 
pictures of minor children, with abusive and sexual comments and was circulated 
among the public widely is also widespread. Additionally, social media facilitated 
the rising number of bullying. There are various cases reported about bullying. The 
social-media page or web-links are created by student-administrators by name 
confessions are increasingly reported as bullying platform28. Apparently various 
colleges, schools with batch division number have these confession pages. The ac-

25 See Crime No. 34/2015 of Cyber Crime (Case against Rahul Pasupal procuring the minor 
girls for the purpose of sexual abuse and was a part of a racket involved in the trafficking of minor 
girls for sexual abuse having wide B.A.Nos.866 of 2016 and 867 of 2016 2 spread roots through out 
Kerala and even outside.)

26 See J. Finn & M. Banach. Victimization online: The downside of seeking human services for 
women on the internet. Cyber Psychology & Behaviour, 2000, no 3, p. 785–796.

27 Human Rights Watch,’Events of 2018’ Available at: https://www.hrw.org/world-report/ 2019/
country-chapters/india (accessed: 22.05.2019)

28 Gowri M. Confessions or Cyber-Bullying. The Hindu. 4 July 2013.
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cess and admittance is possible with administrator who stays anonymous when 
grant the entry pass to the requested ones. Given the fact that candid comments 
enthuse the group, the members promote such confessions. The outburst of such 
emotions can vary from experiencing feelings of resentment, hurt, humiliation 
and anxiety. These emotions can cause teenagers to adults to pursue vengeance on 
the bully, to pull out into themselves or even commit suicide29. This is sort of bully-
ing for the targeted person. User publishing personal information on social media 
pages is inclined to bullying for the disclosure of information that is kept private in 
real lives. The easiness to generate fake profiles again provide an occasion to state 
anything about another individual without the apprehension of any outcomes. 
This is corresponding to online hostility and cyber nuisance. 

Whereas trolling is another way of targeting celebrities and politicians for their 
embarrassing statements or funny moments or their public appearances or state-
ments. It can be humorous however it is characterized as an irregular behaviour 
with destructive bearings on online communities. Trolling has been drawing at-
tention after social media as it generates provocation to absurdity. Trolling is 
contextual and cannot encompass all its behaviours. Compared to the traditional 
forms of bullying trolling cannot be identified for the mass generation of it by 
trollers and that it occurs 24 hours a day, 7 days a week and are shared like viral 
ones. It can also have a far reaching effect for the videos and posts being shared 
across social networking sites can be seen by large audiences. Cyber bullying is a 
modern version of until then prevailing conventional offline bullying. The differ-
ence is that under cyber bullying with bullies are not known to the victim. Trolling 
is done by anonymous group who are totally unrelated to targeted ones. This fails 
the police and the authorities to keep stride with progressing technology and the 
voidness in current laws to report the matter to be investigated upon.

1.10. Cyber Stalking

Stalking until causing harassment is unknown since most of the social media 
do not publish who visited profile list”. Even if such list is published to the user 
who wants to know who all have seen his or her profile, that cannot be called as 
stalking since the purpose of such profile is social connection and for the very pur-
pose people have to see, view and search for people they know. It is pertinent here 
to state on Ritu Kohli Case30, being India’s first case of cyber stalking. Though these 
are offences under Information Technology Act under 67 A, 67 B of the IT act as 

29 Cyber Laws Compendium on Bullying. Available at: https://cyberbullying.org/bullying-laws  
(accessed: 08.08.2018)

30 Orkut Community rules. Available at: http://www.worldpulse.com/en/community/users/
mukut/posts/22772 (accessed: 02.11.2018)
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blackmailing, cyber-bullying, Cyber stalking or harassing, sending obscene mes-
sages through any electronic mails, not much developments ensuring the safety of 
women and children happened so far. Additionally, there could be intimidations 
of physical or sexual vehemence by email that degrades her identity and other 
traits (for instance sexual orientation). 

1.11. Standard Contract and One-Sided Terms of Service

The terms in a contract are termed as standard when they are not premeditated 
to negotiate the interests of opposite party/ies rather take one way encompass-
ing the interests of infinite customers31. Indeed, with the e-commerce transactions 
and boom of C2C, B2B, B2C etc, the users have no choice but to get into a social 
media site. From the earlier notion of consumers as king, today it has moved to 
consumer in need of goods or services and that gave corporate giants to control 
consumers. The users who want to be members in social media lack the bargain-
ing power and thereby they lack the power to negotiate or modify the terms of 
the contract. Even then, the standard form of contract is preferred for it supports 
competence in contract law, which saves time and negotiation charges.

The enormous volumes of data (for instance uploaded pictures or video slides) 
in the clutches of the social media have been agreed to be used by the terms and 
conditions they put forward by way of standard form of contract. The user’s cat-
egorical and blind approval of social media terms of Use and further users’ dis-
closure of information about themselves in order to be able to interact with other 
people are increasing their venture, obligation and confidence in the social media 
itself. This means users do not only have an association with other users but also 
with the social media itself, which gains strength as the users get more involved 
in it. 

As put forward by Aaron Chiu, As long as the site is dominant and competitors 
remain far from the tipping point, it can dictate the terms by which users will be 
bound [Eisenberg M., 1982: 741].

 This issue of unconscionability had been tested by judiciary in various cases on 
the grounds of unequal bargaining power and substantive unfairness. But it had 
been held that:“…unequal bargaining positions, undue length, fine print, confus-
ing language, and misleading terms, or the fact that a contract is a standard form 

31 Neumayer K. Contracting Subject to Standard terms and conditions. International Encyclo-
pedia of Comparative Law, vol. 6, 1999, p. 12–17. The author states: “As social media users, our 
rights are established through non-negotiable, one sided and deliberately opaque ‘terms of service’ 
contracts. These documents are not designed to protect us. They are drafted by corporations, for 
corporations. There are few protections for the users-the lifeblood powering social media”.
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agreement, or contract of adhesion is nebulous concept...however they are en-
forceable unless the substantive terms are also unconscionable 

“The grey area here is whether that consent is adequate. It is governed by the 
self-regulatory regime of contracts between the social media site and the user via 
the site’s privacy policy. However the basic test of unconscionability of a contract 
remains the same. It is to find out: 

“whether the clauses involved are so one-sided and it gives no scope of com-
promise”

“If it aims to oppress or unfairly give a setback upon the other party?”

“These clauses thus are analysed taking into account the conditions that were 
present at time of making of contract, overall commercial circumstances and the 
facts and situation of the particular case32”.

1.12. Information Mining

Social media websites write in their policy their policy vaguely stating that they 
do information mining. Many companies for their business purposes use data min-
ing algorithms, implanted in bigger knowledge discovery procedures and systems, 
are programmed analytical tools that have lately practised a speedy surge in use. 
Social media has facilitated users to generate unimaginable amounts of structured 
and unstructured data. The arena of data mining is attaining implication apprecia-
tion to the accessibility of large amounts of data, effortlessly composed and stored 
via computer systems. With the prevalent and endless assortment of information 
about persons from manifold sources, many data brokers are equipped identify user 
characteristics and certain inclinations without having any information convention-
ally considered personally identifiable information. When these data are amalgam-
ated and extracted, they can deduce a person’s choices, connections, information on 
finance, address, usage of bank transaction, insurance, medical records, and political 
interests. There are apprehensions that with the accumulative level of storing of pri-
vate information there is a larger danger that unsafe or even derogatory practices 
might be generated.

1.13. Use of Third-Party Apps on Social Media

From what it had been visualised, many social media websites had expanded 
into an abundant giant information source with users their friends and various 
pages, communities, occasions, and group pages many personal data and interac-

32 Facebook Principles. Available at: http://www.facebook.com/principles.php (accessed: 20.06.2019)
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tion information. Thus gradually social media is presented by the large quantity 
of information communication between third-party developers and users itself. 
When social media offers applications –Apps- initiated by third party application 
providers, it provides access to users’ personal information via installed Apps. This 
admittance happen outside the loop of communal conviction with the user not be-
ing attentive whether anyone had installed the App collecting any data. 

Various studies show that many unsecured social media profiles and apps do 
a hacker’s work by collecting details. They can study who the top people in an or-
ganisation are to be targeted at to gain information and thereby to start phishing 
attacks or learn employee job roles, addresses and contact information [Eisen-
berg M., 1979: 67]. That’s the reason why the third-party apps permission to gain 
access to an individual’s profile including their contacts are often difficult to ver-
ify. Additionally there are no set rules or regulations for app developer to follow 
when it is provided to a greater platform for usage. The platforms like Google or 
Android or Apple have their own developer program policies, along with the de-
veloper distribution agreement. With the growing concerns over customer data 
many platform calls for regulations that increase transparency with regards to how 
apps make use of customer data. By way of developer license agreement a clause 
is added so that developers will be accountable the way they  handle user data. 
Google recently modified its regulation in line with European Union’s GDPR and 
it calls for more clarity regarding usage of data from how they amass it to what it 
might be used for is available to all users. In his testimony before the US Senate 
post Cambridge Analytica exposure, Facebook CEO stated that there is a prospec-
tive legal risk connected with social engineering and hoaxing outbreaks against 
users and the magnitudes of leakage because of app developers as a result of social 
media is irrepressible. 

1.14. Memes

“Undoubtedly, social networking sites proffer individuals both with a vibrant 
forum for self-expression and with a platform for concerning to an extensive array 
of speech in society at large. Memes are usually hilarious representation or image 
of some incident. Initiated as advertising slogans, its usage and diffusion provide 
a speedy and active way of generating interest. However some can turn out to be 
sarcastic and defaming. Comical memes are also shared purely for fun which pro-
vides some one-line dialogue from cinemas and re-count it to the taken notions 
and situations. Another issue is copyright violation. Simply retweeting someone 
else’s memes can possibly be generating a legal action. In legal footings, it is a 
‘derivative work’ and merely the copyright owner has the legal claim to generate 
such work. Even though the individual claims to have made a fair use of the copy-
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righted work, it can be used as a defense under the requirements of the Copyright 
Act. If any legal issue crops up with memes sharing and re-sharing, it can land up 
trouble to those who have re-shared the same. In USA, Warner Bros were sued un-
der infringement of copyright after they being found using the famous ‘Nyan Cat’ 
and ‘Keyboard Cat’ in their game Scribblenauts Unlimited [Swirsky E., Hoop G. 
et al, 2014: 60–61]. Some memes are so mean that it generates a lot of distress and 
injurious consequences to the targeted victims.

1.15. Evidence Submission From Social Media

“Social networks are with time becoming a source for the discovery and search 
of criminal activity by members. Information concerning to a user’s social media 
page can be accepted as evidence in the court of law. A glaring example is the case 
where police had to investigate on the stolen goods where a woman was suspect. 
The police in such cases look for her profile then went onto examine her posts, ac-
tivity streams, status updates, messages and happened to see her update regarding 
display of goods she had shoplifted33. Social media profiles is decisive to know the 
identity of especially to spot the location of the executor of a crime.”

“Evidence from social media websites, commercial websites, and private and 
employer-owned e-mail accounts are used for both civil and criminal matters. In 
discovery requests, this electronic content often included, and courts generally ap-
ply the similar paper discovery rules to electronic discovery. Social media content, 
even though posted or created private, is not shielded from discovery. For the 
larger interests of society and to maintain equity, evidences can be brought forth 
no matter how and in what scenario the related evidences are used by the culprit. 
In Giacchetto case, the Federal Court of New York stated34”: “A party to an action 
can request a protective order to limit the scope of discoverable information and 
can sometimes include a ‘pull back’ stipulation or court order in which the party 
can call back a privileged document that was inadvertently produced during a 
discovery request”

Due to the prevalence of ‘hacking’ in social media accounts — whereby an un-
approved user accesses other user’s account — it could create a chance for reason-
able repudiation concerning any specific instance of generated account. If authen-
ticity of produced document is contested, its legitimacy has to be established and 
ensure that the evidence has not been tampered. The other issues involve when 
individuals often have countless social media and email accounts, in which they 
may or may not use their actual names. 

33 Romano v. Steelcase, Inc., 907 N.Y.S.2d 650.
34 Giacchetto v. Patchogue-Medford Union Free Sch. Dist., 293 F.R.D. 112 (EDNY2013).
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2. Duties and Responsibilities of Information possessor  
or Carrier vis a vis Intermediary performing  
dissemination responsibilities 

As per the common law jurisprudence, if there exists a contractual relationship, 
any sort of contravention of confidentiality is considered to be a breaking of con-
tract and hence the infringer will be liable for damages. There are certain scenarios 
where despite having a contract, for the relation or fiduciary relation that exists 
with the parties, such confidentiality is implicit. There comes a responsibility not 
to disclose confidential information, even though such a responsibility is not men-
tioned in the provisos of the contract. Any such breach can result in a legal action 
for damages endure due to division of the confidential information and also an 
injunction to hold down the further spread of the confidential information. In 
the case judgment of  “Saltman Engineering Co Ltd. & Others v Campbell Engi-
neering Co Ltd.35 the court held that the responsibility to maintain confidentiality 
exist even in the absence of a contract. In social media with the people having 
multi-facted connections when get into dissemination. These issues above men-
tioned once again reiterate that within traditional speech doctrine, different types 
of media are given different possibilities of protection and deference with respect 
to content control. On one end of the scale, newspapers are provided with great 
extent of editorial choice in deciding upon what content they should distribute. 
On the other end, telephone companies-categorised as common carriers-cannot 
standardise the content that traverse their lines. Cable, broadcast and other me-
dia are positioned between these two limits and obtain some amount of flexible 
mechanism. Social media having the traces of media how far is the information 
carrier is the dispute especially when vast amount of data and information are dis-
seminated. Media as information carrier, it signifies the conventional concept of 
the press clause as defending all news media (from non-news media) which carry 
out a recognized and valued function in assembling, editing and disseminating 
information to the public. Secondly, it indicates an independent role for media not 
merely restricted to information-gathering period but also to the editing/scrutiny 
or the publication process or dissemination stage. By this it mandates to distin-
guish between ‘publishers’, ‘disseminators’ and other speakers in this regard. 

The term ‘dissemination’ in its literal sense means spreading ideas or infor-
mation by propagation36. Under Art. 10 of the European Convention on Human 
Rights (ECHR) 193, media is made accountable in imparting accurate information 

35 [1948] 65 RPC 203. Available at: https://www.jade.world/cases/19633AllER413 (accessed: 
03.12.2020)

36 Li T. Beyond Intermediary Liability: The Future of Information. Yale law Journal, 2018, vol. 
52, p. 129.
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to public37. By ratifying this Convention, all the nation-states have had an ‘affirma-
tive duty’ to grant independence to the editorial staff of newspapers. This is unlike 
a common right of access to newspapers assuring the publication of everybody’s 
information or ideas, whether in the form of articles, opinions or comments. That 
differentiates free speech and free press under every Constitution of democratic 
nations38. Freedom to impart is here of a more responsible task since Art. 10 of 
ECHR provides that a state may require the licensing of ‘broadcasting’ audio or 
visual media. Their publication depends on the private publisher’s or Editor’s free 
decision. By this, usage by any private citizen or organization to have access to 
broadcasting, unlike freedom of speech, is limited. Simultaneously it guarantees 
media to have a core set of skilled professionals safeguards that news production 
standards are inordinate and that extensively held ethical values are followed. 

“The concept of reporters’ privilege is not of contemporary vintage. Generally, 
these de facto protections from common law have played a critical role in shielding 
the press and preserving the flow of information to the public. This conferment of 
privilege keeps apart publishers from speakers for the responsibility they have. The 
goal of the privilege is to nurture whistle-blowing and other lawful revelations. 
As in all privilege situations, a potential of confidentiality should be assumed and 
it is to be tested to the degree permissible by law”39. Law confers the privilege 
to journalists or reporters in mainstream media as qualified privilege where the 
information if found fair, accurate and not actuated by malice40. Thus it needs to 
strike the right balance on41: (1) How much of this communication is vital to soci-
ety; (2) In the absence of a privilege, if such communication will be inhibited; and 
(3) The cost to the legal system by losing access to the privileged information. To 
get privilege, it needs to be shown that the concerned entity or person has been in 

37 Art.10, European Convention on Human Rights (ECHR) 1953 states: …Public broadcasting 
services have to be protected by the freedom of expression. Freedom of press forecloses the state 
from assuming a guardianship of public mind. That watchdog approach helps in discovering the 
truth to people at large who can thus form opinions 

38 Press clause and Speech clause are the dual clauses implicit in Article 19 (1) (a) of Indian 
Constitution.

39 Zampa J. Journalist's Privilege: When Deprivation Is a Benefit. Yale Law Journal, 1999, 
vol. 108, p. 1435. The author states: …Common law confers the privilege to journalists in terms 
ofthe social institution in which they operate and the democratic functions that they provide for 
society…”

40 See Section 499 of Indian Penal Code, 1860 with the Exceptions provided.
41 In the US judgment of Reporters Com. v. American Tel & Tel, it was held that there has to 

be three minimal tests conducted: That there is a reason likely to consider that the reporter holds 
information which is clearly related to a definite possible abuse of law. That the information it 
pursues cannot be gained by alternate ways, which is to say, from sources other than the reporter. 
That there includes an interesting and superseding interest in the information. See Reporters Com. 
v. American Tel & Tel, 593 F.2d at page 1039.
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journalistic work of reporting or dissemination or circulation of information un-
der public interest to impart newsworthy information to public. This conferment 
of privilege is on the basis of what dynamic, robust and active role news media 
journalists play in imparting information. For instance, newspaper delivery boy 
cannot be made liable for any information in the form of new paper he is deliver-
ing to people. How can a librarian be made liable for any contents of the books he 
is taken care of in library? These are the passive roles — often equated like Postman 
rule — are for carriers of information who is not aware of contents.

 Here a categorical distinction is to be made between Information owner, In-
formation possessor or holder, Information Disseminator or Information Carrier. 
The distinction is important in terms of conferring this Media as a watchdog has 
its distinct responsibilities and it can be carried out with the privileges or immuni-
ties provided by State. Qualified privilege at Common law applies where commu-
nications take place for honest purposes, and, therefore, this privilege can be de-
feated by malice. Such qualified privilege arises on occasions where there is a legal, 
moral or social duty to publish the information in question or when the person 
who receives the information has an interest in receiving it. It does not matter if 
the information given turns out to be untrue, provided that the statement was not 
made with malice42. Journalist-source privilege is termed as qualified privilege for 
the responsible task he performs. The“goal of most legal privileges is to promote 
open communication in circumstances in which society wants to encourage such 
communication [McCullough C., 2014: 176]. 

”For this reason, in social media, though people are self-content providers and 
self- editors and self- disseminators”, they cannot call themselves like a reporter 
or editor or mainstream media persona for the lack of accountability journalism 
[Alexander T., 2017: 612]. 

 Mainstream media whose main task was to gather, identify, edit and report 
the news has thus a qualified privilege in opposition to disclosure of any informa-
tion, documents, or items obtained or prepared in the gathering or dissemina-
tion of news in any judicial, legislative, or administrative proceeding in which the 
compelled disclosure is sought. Unlike this, Social media provide multitude of 
services such as access to the platform, letting users to amass and publish content, 
do marketing and advertisements related work, to post photos, videos any docu-
ments etc.“It is the medium amongst a person and the internet, letting them to 
upload, share or disseminate the content in any format. When users involve in 
internet shopping they do not use ‘media’ in its normal sense. The content and 
posts submitted by users are not verified or moderated, not edited or amended. 

42 See Smith D. A Theory of Shield Laws: Journalists, their Sources, and Popular Constitutional-
ism. LFB Scholarly Press, 2013, p. 252–255.”
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People express themselves without the help of an editor posting their contents. 
Social media gives everybody the occasion to circulate individually whatever they 
like.“There are no stringent limitations on format, access, or contents. This leads 
to the conclusion that the social media is not a mainstream media as it was under-
stood. They are using a ‘medium’ — a mediator for their activities. 

Paradoxically, it does not recognize the content of the cache, nor do they are 
aware the content of the hosted material. This service as internationally termed as 
hosting service only diffuse the content that their ‘customers’ have submitted dis-
tinct from“a newspaper editorial office, which receive articles and reassess them 
and edits them individually before publishing, these sites.“Therefore, hosting pro-
viders globally are not held liable for information for no actual knowledge of any 
unlawful activity or information if happens within the platform. In addition, upon 
obtaining such knowledge they have to expediently remove or disable access to the 
information. Many judgments had been rendered in this line that if the recipient of 
the service (the content provider) was acting under the control of the hosting ser-
vice provider, the latter cannot be exempted43. Public policy positively encourages 
the proposal that individuals who have information of noteworthy value should 
normally be supported to express that information to the society. Society would 
want to promote the communication, and without a privilege the communication 
will regularly be chilled. Hence extending the legal right, privileges and immuni-
ties to social media is not constitutionally valid and that will result in irreparable 
harms to State, society and people at large. These raise the questions as to : If the 
people have a right to know, what is it that they have a right to know and who has 
the correlative duty to provide what the public has a right to know? Is the right to 
know a fundamental right derived directly from the Constitution, or is it a right 
that stems from a broader societal goal? These questions suggest that certain limits 
within the social media exist that cannot be made applicable to media. When peo-
ple are posting the so-called news, there exists these issues on what to be posted 
and what not to be posted. And once the so-called information is posted, it cannot 
be called back. The affected parties can challenge only if the posted information 
is false. If the information is true and it ought not have published, there exists a 
moral right not to publicize everything. This is a dark area when there are certain 
information that cannot be shared or circulated for its pertinence to notions of 
personal autonomy and privacy. This means there exists certain unwarranted dis-
closure of information that might affect people at large. Those who uphold that 
there is a constitutional right to know, or that there ought to be, would define the 
concept as a right to receive information or communication and the right to ac-

43 In the judgment — it was held that hold hosting service provider cannot be made liable if it 
did not: (a) Initiate the transmission; (b) Select the receiver of the transmission; and (c) Select or 
modify the information contained in the transmission.
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quire or gather information. The latter notion has been argued as justifying a right 
to keep one’s sources of information confidential. Privileges are granted by law to 
guard the content of confidential communications made throughout a privileged 
association. By this, the communication may not be admitted into evidence if the 
privilege is correctly emphasized by the person who made the communication.

Having observed the summary of Justice B.N. Srikrishna Committee report 
on Data Privacy and Personal Data Protection Bill, 2018, also considering the 
functioning of Indian polity balancing both — a vertical federal structure along 
with horizontal working with three organs of government structure”- imbibing 
the separation of powers, there is a necessity to have a legislation dealing with the 
way people’s data is collected, utilized and shared by corporate companies. For 
this there is a need to divide the data as general data and highly sensitive data. 
Though under section 43 of IT Act, 2008 has provision to hold a corporate body 
accountable if any recklessness comes in handling data happens, or not creating 
reasonable rules on data processing, what all can come under sensitive personal 
data is still a dilemma. There is a need thus to lay down various conditions such as 
consent requirement”, legitimate purpose”, purpose limitation”, succeeding with-
drawal of consent etc. to inflict on the body corporate while amassing any such 
information. There is a lacuna currently on Rules require the prior consent of the 
provider of the information while disclosing sensitive” personal data to a third 
party. Consequently, a crucial foundation for processing of personal data is the 
individual consent that mandated the necessity to have a proper consent forma-
tion. Neither the consent be made uninformed nor momentous rather it functions 
in an all-or nothing fashion.”

Another finding of the report was that — data flows in India is a consequence 
of a simplistic assumption that data flows are an unadulterated good”, hence the 
data flow happening within and outside Indian jurisdiction can cause substantial 
damage. This provides an unlike character to the expression in various jurisdic-
tions choosing the person whose data is being amassed as the data subject and the 
body that assemble the data as the data controller”. This arises from an assumption 
that the association involving the individual and bodies with whom the individual 
distribute the personal data is one that is based on a primary expectation of faith. 
In spite of any contractual association, an individual suppose that the personal 
data will be applied reasonably, in a mode that accomplish necessary significance 
and is logically estimated. This is the trademark of a fiduciary association. Pursu-
ant to this, conditional on the temperament of data that is collected, the rationale 
behind such collection, the bodies with which involvement do take place, data 
principals envisage shifting degree of reliance and reliability. For bodies, this de-
ciphers to an obligation of care to cope with such data reasonably and dependably 
accepted by the Principals and therefore it could be called as data fiduciaries”. On 
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this basis the proposal of the Committee was that such flows cannot be unencum-
bered, and definite responsibilities need to be forced on data fiduciaries who yearn 
to reassign personal data beyond India. At the same time India‘s national interests 
may require local storage and processing of personal data with obligations on data 
fiduciaries and rights of data principals. Anyone who uses personal data has an 
obligation to use it fairly and responsibly. This is the cardinal tenet of the proposed 
framework. 

This approach will safeguard individual autonomy plus privacy which can be 
attained within the facets of an open and reasonable digital economy. At the same 
time, in lieu of legitimate interests of state as provided under Justice Puttaswamy 
Judgment44, there may be instances where rights and obligations of data principals 
and data fiduciaries do not affect in entirety. This manifests in limited instances 
where consent may not be used for processing to serve a larger public interest 
such as national security”, prevention and investigation of crime”, allocation of 
resources for human development”, protection of the revenue”45. “However, on 
the right to be forgotten,“the Bill notes that ‘data principal’ which means the indi-
vidual or the person providing their data, has a right to right to restrict or prevent 
continuing disclosure.”“But the bill does not allow for a right of total erasure like 
the European Union does. Another highlight is that the bill mentioning about 
handling of  “anonymisation proportionate to personal data, wherein it proposed 
that the irreversible process of transforming or converting personal data to a form 
in which a data principal cannot be identified, meeting the standards specified by 
the Authority.

Conclusion

Social media rely on information that tend to soften privacy concerns, signify-
ing that the information is voluntarily (though users have no choice) submitted by 
users. Social media creates a new generation of audience-producers and this hazes 
the central line amongst access to the means of online content production and 
ownership or control over these resources where privacy is at stake! It has been 
observed that by the virtue of liberty, freedom and right, every human being has 
the right to communicate his or her opinions and ideas and share information in 
whatever form in accordance with legal parameters. The freedom of speech and 
expression has various facets and one among it, the freedom of press is a public 
service with a duty to the people46. The open course of information, which is so 

44 K.S. Puttaswamy(Retd) v Union Of India 2017 (10) SCALE 1.
45 See BN Srikrishna Committee. Report on Data Protection Framework. June 2018.
46 Arun C. Making Choices: Social Media Platforms and Freedom of Expression Norms in: L. 
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necessary to effectual self-governance, is considerably important with the subsis-
tence of a free and robust press. For this, the press must occupy in numerous 
precise positions and display some unique features. Since they are viewed as so 
essential to a flourishing and vigorous democracy, these desirable position and 
features have progressed into a set of debates concerning the media. 

The degree at which exchange of communication existed had been multi-folded 
with sudden increase in information collected and circulated. Today every news-
media has its social media web page including Twitter handles or Facebook pages 
thus stories are searched on internet service providers to know if any user has up-
loaded anything that became ‘viral’. Moreover, it has become a necessity for main-
stream print media to have their websites, live videos, journalists’ blogs, invited 
newsrooms debates where invitation is extended to community participation. The 
bloggers consider themselves as journalists and break scoops and stories. With the 
notable shift to mobile news access news has now become omnipresent-available 
on every platform at any time.”Regardless of their professions, resources or train-
ing today, netizens are disseminating news to the public themselves. Personalized 
and participatory stories having maximum views or shares are now converted as 
news. In a democratic country, news should be based on what the people need to 
know not on what the public wants to know. This upsurge in ‘citizen/selfie- jour-
nalism’, through social media is jurisprudentially affecting the information matrix 
and constitutionally envisaged rights and freedom.
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Introduction

Uber was apparently the first Internet platform to introduce a rating system. 
This system provides a convenient means of assessing the quality of services. To-
day, many organizations offer ratings of their employees, while some organiza-
tions, including Uber, also provide ratings of their customers.

This article is published under the Creative  
Commons Attribution 4.0 License
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The spread of ratings is facilitated by social networks with theirs system of 
“likes” and “dislikes” and subscriber metrics. Ratings are common both in profes-
sional activities (ratings of restaurants, cafes, schools, universities and sites) and in 
interpersonal relations.

Many specialists such as medical doctors, teachers, and lawyers are being rated 
today, often without knowing anything about it.

In Russia ratings have not been the subject of litigation so far, although official 
and unofficial ratings have evoked a lot of emotions (both positive and negative). 
In foreign civil proceedings, rating sites have been subjected to evaluation on sev-
eral occasions. Let us consider this experience in more detail.

1. Privacy protection versus freedom of speech:  
a general characteristic 

People living in the digital age are not ready to part with confidentiality and the 
secrets of private life [Roessler B., 2005: 62]. Still, maintaining confidentiality is 
somewhat more difficult on account of the digital traces left by every person. Mes-
sages remain after communication on Internet forums, and photos are posted on 
social networks. All this information is stored for a long time after being posted. 
The author of such information may subsequently change his or her mind, yet it 
will take a lot of time and effort to remove it from the Internet. Even if an indi-
vidual is careful, third parties can post unwanted information. This aspect of pri-
vacy protection needs careful analysis. Such significant freedoms as the freedom 
of speech and the right to privacy interact here. Freedom of speech is a right that 
does not have clear boundaries established in advance. The boundaries of this right 
are delineated on a case-by-case basis. The values that can be violated during the 
exercise of the freedom of speech and the values that should be protected must be 
compared. There are strict guidelines for this, of course. In particular, the dissemi-
nation of false information discrediting honour, dignity and business reputation is 
not allowed.

2. Germany: Spickmich judgment (2009) —  
assessments and the freedom of speech

In Germany an extensive and controversial practice has already developed with 
respect to the legitimacy of rating sites. This practice began with a lawsuit by a 
school teacher who believed that her privacy had been violated by a site on which 
users compared schools (www.spickmich.de).

The circumstances of the case were as follows: the defendants developed an 
online website for schoolchildren, where teachers and teaching in various German 
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schools were discussed. The site www.spickmich.de kept and posted information 
about the names of teachers, the names of schools, the subjects taught, student 
ratings of teachers, and quotes by teachers. This information was accessible to reg-
istered site users. Registration on the site required entering the correct name of a 
school, the location of the school, a username and an email address. Registration 
was confirmed by a link sent to the indicated email. Users could share informa-
tion about themselves, send messages to other users or create their own “clubs” or 
groups of “friends” and “classmates” on different pages of the site. The site had the 
rubrics “my page”, “my friends”, “news”, and “my city”.

However, the subject of controversy was the rubric “my school”. On the site, 
users could evaluate their school building, equipment, extracurricular activities 
and teachers. When evaluating teachers, one could use predefined criteria such as 
“cool and funny” (cool und witzig), “popular” (beliebt), “knows how to motivate”, 
“humane”, “good lessons”, “fair grades”, “appearance”, etc. 

It was possible to rate all the criteria or several of them, albeit not less than 
four, on a scale of one to six points. The teacher’s overall assessment was a sum 
of his or her individual ratings. The evaluation result was displayed in the form 
of a certificate that could be printed out. In addition, users could write quotes of 
their teachers in the “Quotes” section. If no new ratings appeared for a teacher in 
12  months, the old grades and quotes were automatically deleted. The message 
“there is a contradiction” appeared on the site when the ratings of several users 
significantly differed from each other.

In early May 2007, the plaintiff discovered that a certificate with her name, the 
name of the school in which she taught, and her subject (German) had been post-
ed on the website www.spickmich.de. The certificate was based on four student 
ratings and indicated an overall score of 4.31. No quotes were given. The name, 
school and subject were indicated on the website in exactly the same way as on the 
school’s open-access website.

In her lawsuit, the teacher demanded that her name and information be re-
moved from spickmich.de.

The court rejected the lawsuit2. The Court of Appeal agreed with the decision of 
the trial court, arguing that the assessments made by the defendant constituted an 
expression of opinion and that the plaintiff ’s personal non-property rights had not 
been violated, since all the assessments related to her professional activities.

Criteria such as a teacher’s sense of humour (“cool and funny”), appearance, 
and humane attitude also related to the professional qualities of the plaintiff, since 
a person must control his or her speech and behaviour in professional activities. 

1 In German schools, the maximum score is usually 1, so a score of 4.3 is apparently quite low. 
2 Available at: https://dejure.org/dienste/vernetzung/rechtsprechung?Gericht=BGH&Datum= 

23.06.2009&Aktenzeichen=VI%20ZR%20196%2F08// (accessed: 20.09.2020)
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In such activities, it is also important to see the consequences of one’s actions and 
their perception by others. Ratings can serve as a guide for schoolchildren and 
parents, as well as increasing transparency.

The Court of Appeal further noted that, insofar as teachers give grades to stu-
dents, students should also be allowed to rate teachers.

The rules of registration on the site ensured that the site was used only by inter-
ested parties whom this information concerned in one way or another — students, 
parents and teachers. The rating page could not be found by entering the teacher’s 
name in an Internet search.

The anonymity of the assessment also assured the legality of the publication. 
Legislation in force at this time allowed the anonymous use of the Internet. 

In the learning process, students depend on teachers and their grades. This 
makes the anonymity of the reviews justified: otherwise, students could fear nega-
tive consequences.

The system of registration on the site means that the owner of the site could 
take measures against inappropriate, offensive, false or defamatory statements. 
Therefore, the anonymity of publications was justified. As for the teachers’ quotes 
published on the site, no false quotes had ever been identified. It cannot be said 
that any personal data of the plaintiff was disclosed, since the name of the teacher, 
the name of the school and the subjects that the teacher taught could easily be ob-
tained from the school’s open website.

In its decision #VI ZR 196/08 of June 23, 2009, the German Supreme Court 
upheld all the arguments of the court of appeal as well as emphasizing the admissi-
bility of the collection, storage and transmission of personal data as part of a rating 
forum on the Internet3.

The sixth composition of the German Supreme Court examined in great detail the 
arguments of both the plaintiff and the defendant, making the Spickmich case a signifi-
cant precedent for the development of the theory of privacy and the freedom of speech.

The German Supreme Court noted that the defendant (the owner of the site) 
provided an information and communication service. The defendant was not re-
sponsible for information posted by third parties. He would have been responsible 
if he had known about the illegality of the information, yet, in this case, such ille-
gality was not evident. It is true that the plaintiff did not give permission to collect 
and use her personal data. However, the site reflected only limited information 
about the plaintiff that was already freely available on the school’s website. The 
defendant did not try to take personal advantage of this data; he processed it auto-
matically by calculating the average score of ratings given by users.

3 German Supreme Court Decision #VI ZR 196/08, June 6, 2009. Available at: https://dejure.
org/dienste/vernetzung/rechtsprechung?Gericht=BGH&Datum=23.06.2009&Aktenzeichen=
VI%20ZR%20196%2F08 (accessed: 10.09.2020)
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When considering the use of the personal data of the plaintiff, the judges cited 
several legal sources. These sources showed that sites that rate specialists enjoy the 
privileges of mass media and are allowed to collect all necessary information for 
the rating, including personal data from open sources. Information can be collect-
ed from open sources without the consent of individuals to whom the information 
relates; otherwise, journalistic activity would become impossible.

The decisive criterion for the judgment was that personal data was used only to 
create a news message (in this case, a rating).

One should use only information without which the news message or rating 
cannot be created.

Personal information should not be used simply to embellish news or evoke 
emotions. However, in the present case, personal data had been used in a “modest” 
fashion.

Further, the court decision discussed the question of whether the defendant 
had taken a legitimate interest in the storage and processing of the plaintiff ’s per-
sonal data.

The German Supreme Court ruled that the site’s activities met public demand 
for information about schools.

The court also noted that the defendant reasonably limited the dissemination 
of information — site users could see information about teachers and schools, in-
cluding reviews and ratings, while third parties not registered on the site could not.

To the question of whether the ratings and reviews violated the plaintiff ’s pri-
vacy rights, the court replied in the negative. There was no violation, since com-
munication with students did not pertain to the private life of the plaintiff. 

Everyone has the right to decide what to do with his or her personal data (this 
is what the German Armed Forces calls the “right to informational self-determina-
tion”), but the desire for confidentiality should not be excessive.

Information related to private life is particularly protected, while information 
relating to professional activities, i.e., human interaction with society, cannot be 
absolutely confidential. Despite the fact that a number of assessments such as 
“sense of humour” and “humaneness” related to the personality of the plaintiff, 
they also reflected how the plaintiff behaved in the professional sphere. The ratings 
were not expressed in an offensive manner and did not affect the human dignity of 
the plaintiff. Therefore, while recognizing that ratings, reviews and Internet publi-
cations in general can threaten privacy, the German Supreme Court did not see a 
violation of the right to privacy in this case.

The court was not convinced by the plaintiff ’s argument that she had not reg-
istered on the site and that the ratings had been made by anonymous users. It de-
cided that the right of site users to freely express their opinions was not contingent 
upon the plaintiff ’s registration on the site.
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The German Supreme Court agreed with the appellate court that the anonymity 
of ratings is acceptable on such sites. Otherwise, the freedom of speech would be 
limited by the fear of repression. The court also judged that the owners of the site 
showed reasonable discretion, providing the note “there is a contradiction” to draw 
attention to differences in ratings made by users.

The German Supreme Court emphasized that every reasonable user of the site 
was aware that the ratings could be biased. However, even biased assessments can 
be useful to people, including the teacher himself.

In view of all the above arguments, the court upheld the decisions of previous 
instances. The plea to exclude information about the plaintiff from the content of 
the rating site was denied.

This court decision was widely discussed in later literature [Barendt E., 2016: 
112]; [Ungern-Sternberg S., 2019: 8–15]. 

The decision can be viewed in a positive light. Indeed, our competence as ra-
tional and social agents depends on a constructive adaptation of social control 
mechanisms [Schoeman F., 1992: 204]. The German judges who considered this 
case were credited with (1) creating the guideline that, in contrast to private life, 
official affairs and actions can be discussed, (2) justly drawing attention to the fact 
that records should be made available only to authorized site users, and (3) cor-
rectly defining the main problem that reviews and comments posted on the Inter-
net can violate privacy [Cheung A., Schultz W., 2018: 332–335].

3. Germany: two Jameda cases (2014 and 2016)

Court practice in this domain was further developed in two cases involving the 
owner of the Jameda website. While these cases, which relate to ratings of doctors, 
are slightly less cited than the Spickmich case, they have also had a noticeable im-
pact on the development of the theory of the protection of privacy on rating sites.

The first case led to German Supreme Court Decision #VI ZR 358/13 of Sep-
tember 23, 20144. The Jameda website provided useful information about medical 
organizations in Germany and, in particular, allowed patients to rate the doctors 
they visited. 

Individual ratings were combined to make doctor ratings. Only registered users 
were entitled to make ratings; registration required the confirmation of an email 
address. 

The information about doctors posted on the site include their name, educa-
tion, academic degree, specialization and place of work. 

4 Available at: http://juris.bundesgerichtshof.de/cgi-bin/rechtsprechung/document.py?Gericht
=bgh&Art=en&nr=69297&pos=0&anz=1 (accessed: 15.09.2020)
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The plaintiff (a gynaecologist), after learning that the site has information, in-
cluding several ratings, about him, demanded that it be removed by the site owner. 
The latter refused.

The trial court dismissed the lawsuit, and the appellate court upheld the decision.
In the appeal, the plaintiff insisted that the defendant made illegal use of per-

sonal data. The plaintiff said in the cassation appeal that the defendant had used 
the personal data of doctors not only to the benefit of site users but also for com-
mercial gain, since the defendant offered a paid service for promoting doctors’ pro-
files. A site user who searched for a “gynaecologist” first saw the profiles of doctors 
who concluded agreements for promoting their profiles and only then the profiles 
of other doctors in the order of their rating.

The argument about the commercial use of personal data was very strong. How-
ever, the plaintiff did not submit this argument to the court of first instance, while 
higher courts do not consider new evidence. Therefore, the German Supreme 
Court rejected this argument for procedural reasons.

As a result, the arguments of the prosecution only cited the facts that the plain-
tiff had not allowed the use of his personal data, had not expressed his consent to 
being rated, and held the view that, in the absence of his consent, the respondent’s 
website did not have the right to use information about him. In its assessment of 
these arguments, the German court noted the following.

First of all, the inclusion of the plaintiff in the doctors’ rating without his con-
sent violated the plaintiff ’s right to informational self-determination. In addition, 
the professional activities of the plaintiff had been seriously damaged by the infor-
mation and ratings posted on the respondent’s website. However, this violation was 
nothing more than a guarantee of the patient’s rights to express his or her opin-
ion freely. There is major public interest in making potential patients more aware 
about doctors to inform their choice. Patients at the stage of choosing doctor are 
vulnerable and do not always dispose of sufficient information. The site run by the 
defendant was designed to help patients make a choice.

Although the evaluations on the site did not paint a complete picture of treat-
ment (since these evaluations were made by patients, not professionals), the opin-
ions of other patients can also be important for a patient choosing a doctor.

Secondly, the site allowed people to rate and write reviews anonymously; how-
ever, such evaluations could only be made by registered users, and so the respon-
dent had information about the evaluators’ email addresses. In the event of inac-
curate information or a review expressed in an offensive form, a person could file 
a complaint against the defendant, for which a special tab was provided on the site.

Thirdly and most importantly, the plaintiff demanded that information about 
him be deleted from the ranking of doctors on the respondent’s website. If his 
claim had been satisfied, other doctors would most likely have requested not to 
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be evaluated, either. This, in turn, would have put doctors who did not refuse to 
participate in the rating in a vulnerable position. They would have run the risk 
of negative reviews and competing with doctors about whom no reviews had ap-
peared on the site.

In addition, if the site contained information about some doctors only, this 
would harm the very concept of the site and make it ineffective. The claim was 
denied.

In later practice, this case was interpreted as showing that sanctions should be 
proportionate and that it is undesirable to delete personal data from a work or a 
site if the deletion leads to the inability to use the work or site (except in cases of 
major violations).

The second case was brought in 2016 against the same defendant — the Jameda 
website. It led to German Supreme Court decision #VI ZR 34/15 of March 1, 20165.

A negative review was published on the defendant’s site. The patient was dis-
satisfied with the quality of the dental services provided to him. The plaintiff (the 
dentist) was given the lowest score in three categories: (1) treatment, (2) explana-
tion, and (3) trust. The rating was made anonymously, and a review in free form 
describing the poor quality of services was attached to it.

When the plaintiff found out about the negative review on the site, he sent a 
letter to the site owner asking him to delete the review or, at least, to give him in-
formation about the patient who made it. The plaintiff claimed in his letter that, as 
far as he could tell, he had never treated such a patient.

After receiving the plaintiff ’s letter, the site owner contacted the patient and 
asked him for brief information (2–3 sentences) about the circumstances of the 
visit and the treatment. The patient provided brief information in three sentences 
without any supporting documents. After that, the defendant informed the plain-
tiff that he could neither delete the review nor give any information about the 
patient’s personality. The dentist took the matter to court.

The plaintiff argued that a negative review on three important points for a doc-
tor, posted on a well-known site, violated his personal rights and damaged his 
business reputation. The plaintiff demanded that the negative rating made by the 
patient be removed from the respondent’s site. The trial court satisfied his claim. 
The appellate court annulled the decision of the court of first instance and rejected 
the lawsuit.

The German Supreme Court, considering the cassation appeal, turned to the 
classical theory of protecting business reputation from inaccurate publications, re-
calling that there are two types of publications. Some only contain an assessment 
and cannot be checked for reliability. Others contain a statement of facts and can 

5 Available at: https://dejure.org/dienste/vernetzung/rechtsprechung?Text=VI%20ZR%2034%2 
F15&Suche=VI%20ZR%2034%2F15 (accessed: 17.09.2020)
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be checked for accuracy, which can lead to liability for the dissemination of false 
information.

In this case, the patient’s rating and assessment included two components.
The first was his opinion about the poor quality of treatment. The second was a 

statement of fact.
The statement about a fact (that the plaintiff had provided dental services to the 

patient who made the review) could be checked for accuracy.
Further, referring to the duties of the site owner, the court indicated that the lat-

ter is not obliged to take measures to verify every review posted on his site. How-
ever, if a complaint is received from a person with vested interests, the site owner 
must take reasonable verification measures.

At the same time, these verification measures should be proportional to the 
possible violation of the rights of the plaintiff. In this case, a negative assessment 
on the site could have seriously hurt the interests of the plaintiff by aggravating his 
competition with colleagues and complicating his further employment. Given the 
anonymity of the assessment, self-defence, i.e., protection without the help of the 
site owner, was virtually impossible.

Therefore, after the plaintiff had filed the claim, the site owner should not have 
limited himself to requesting the person who made the review to write 2–3 sentences 
about his treatment. The site owner should have tried to get acquainted with docu-
ments confirming that perform who left the review had indeed visited this dentist.

As a result, the court of cassation sent the case for new consideration to the 
court of appeal, specifying that, during the new examination, it was necessary to 
find out (1) whether the patient who left the review had been treated by the plaintiff 
and (2) whether the defendant had taken reasonable measures to verify this fact6.

The three cases examined above all deal with the same problem: the conflict 
between freedom of speech and privacy.

The concept of “informational self-determination” formulated in the Spickmich 
case is significant for the development of judicial practice. It concerns a person’s 
right to determine what exactly should be disclosed about him or herself and in 
what form.

4. USA: freedom of speech above all

In the United States, disputes between specialists evaluated by various sites and 
the owners of these sites have also been subject to legal proceedings on several oc-

6 BGH, VI ZR 34/15, March 1, 2016. Available at: http://juris.bundesgerichtshof.de/cgi-bin/
rechtsprechung/document.py?Gericht=bgh&Art=en&nr=74291&pos=0&anz=1; https://dejure.
org/dienste/vernetzung/rechtsprechung?Text=VI%20ZR%2034%2F15&Suche=VI%20ZR%20
34%2F15 (accessed: 15.09.2020) 
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casions. In a few cases, the specialist who received a negative rating knew the per-
son who made it. Such was the case in Dietz Development, LLC v. Perez7. The law-
suit was brought directly against the person who had left a negative review on the 
website. The case involved a client who had hired a contractor to carry out repair 
work. The client did not like the result of his work and wrote a negative review on 
the Y. website. The contractor answered on the same site, and the client replied to 
the comment. By the time the court began to consider the defamation lawsuit filed 
by the contractor, there were a dozen messages from both parties on the Y. website, 
and some of the expressions were not acceptable. The court ruled that the parties 
had mutually insulted each other and denied the claim for damages.

Even more interesting is the case Reit v. Yelp (2010)8, which resembles the Jam-
eda case (2014) in its circumstances. A dentist filed a lawsuit against the owner of 
the Yelp website to receive compensation, restore positive reviews and remove neg-
ative reviews from the site, which posted reviews about companies and specialists.

There were ten positive reviews and ten positive ratings about the plaintiff on 
the Yelp website. Then an unknown person left an anonymous negative review and 
gave a bad rating, and this negative review automatically deleted all earlier positive 
reviews [Cheung A., Schultz W., 2018: 325–326]. The plaintiff believed that remov-
ing positive reviews after receiving a negative one was the respondent’s strategy to 
motivate professionals to pay for advertising on the site. The defendant did not deny 
that he offered advertising on the site for money yet drew attention to the fact that 
the review had been posted by a third party freely and at its own initiative and that 
the client who left the review had therefore exercised his right to freedom of speech.

The court described in detail the value of the freedom of speech, comparing (as 
in the Spickmich case) site maintenance activities to journal publishing. The court 
went even further in its comparison, drawing an analogy between the automatic 
selection of only the latest reviews and editorial activities. The parties discussed at 
length on what grounds the “editing” had been carried out: the plaintiff argued that 
positive reviews were hidden in favour of negative reviews, while the defendant 
explained that old reviews had been hidden in favour of new reviews.

At the same time, the decisive argument concerned the status of the owner of 
the site. The content — the response — came not from the owner of the site but 
from a third party. As the legislation in force at the time of the dispute put the re-
sponsibility on the “content provider”, the lawsuit was denied.

Moreover, the court emphasized that, even if the defendant had used reviews 
set aside by third parties for their commercial purposes, this was no reason to re-
strict the freedom of speech.

7 Dietz Dev., LLC v. Perez, No. CL 2012-16249, 2012 Va. Cir. LEXIS 139 (December 7, 2012), 
revised, 2012 Va. LEXIS 227 (December 28, 2012). See also: [Cheung A., Schulz W., 2018]. 

8 Reit v. Yelp!, Inc., 907 N.Y.S.2d 411 (Sup. Ct. 2010).
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Similar circumstances and a similar decision occurred in the case Braverman 
v. Yelp9. However, this approach that, first and foremost, protects the freedom of 
speech (including anonymous freedom) is open to criticism. If complete freedom 
is given to anonymous ratings and anonymous reviews written in any form, a per-
son’s reputation is essentially in the wrong hands and out of his or her control 
[Cheung A., Schultz W., 2018: 326, 335].

5. UK: freedom of speech does not mean  
freedom of defamation

In the UK, the key to the legal regulation of the activities of rating sites is con-
sidered to be the case Law Society & Ors v. Kordowski10. In 2011, the court decided 
that the activities of the website “Solicitors from Hell” (solicitorsfromhell.co.uk) 
were against the law [Scaife L., 2015: 254]. However, the defendants claimed that 
the site had been created in order to identify and shame unscrupulous solicitors. 

The goal of the site shows that it was specially created to collect negative re-
views. In order to leave feedback, you had to pay a registration fee. A lot of negative 
reviews were collected, some of them related not only to the professional activities 
but also to the identities of solicitors. The plaintiff brought the case as a person 
acting in the interests of a group of solicitors and law firms in England and Wales. 
The plaintiffs had found out about posts on the site when they searched for the 
names of their businesses on Google. The messages and reviews on the site were 
anonymous.

The court ruled that the personal data of the solicitors had been used without 
their consent, that the website contained numerous inaccurate and offensive state-
ments, and that it therefore violated the Data Protection Act 1998 (DPA) [Ruhm-
korf A., 2014: 55–56]. 

In addition, the site owners obviously encouraged negative reviews.
Just as in the German Spickmich case, the court drew an analogy with journalist 

activities and considered the argument that journalists also cite specific names in 
their publications.

However, this analogy was not in the defendant’s favour. Judge Tugendhat stat-
ed that “today anyone with access to the Internet can do journalism for free...”11. 

He contrasted the actions of journalists and the actions of the defendant. Jour-
nalists cite specific names in their publications when discussing ideas or events 

9 Braverman v. Yelp, Inc., No. 158299/2013, 2014 WL 712618, at *5 (N.Y. Sup. Ct. 2014). Cited: 
Cheung A., Schulz W. Op. cit.

10 The Law Society & Ors v Kordowski [2011] EWHC 3185 (QB). See: [Ruhmkorf A., 2014: 
557–567]. 

11 Available at: https://www.bailii.org/ew/cases/EWHC/QB/2011/3185.html (accessed: 16.09.2020)
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of importance to society (leading to a prevalence of public over private interests, 
which is justified), while there was no discussion of socially significant ideas in the 
activities of the solicitorsfromhell website [Erdos D., 2015: 119–154].

The court conducted a comparative legal review of precedents and the literature 
and examined recent cases in the United States, where attention had been paid to 
the freedom of speech, and concluded that, even in the United States, freedom of 
speech did not mean freedom of defamation. As a result, the court noted that a 
ban on the further activities of the site would protect the public from deliberately 
inaccurate information as well as protecting the court from further defamation 
lawsuits that would undoubtedly be brought if the defendant continued his mali-
cious activities12.

The website rateyourlecturer.co.uk, which opened after the closure of solicitors-
fromhell.co.uk, also evoked complaints [Ruhmkorf A., 2014: 9].

Therefore, the activity of rating sites is obviously associated with an increased 
risk of responsibility. At the same time, it seems that the case of the solicitors-
fromhell website should not be interpreted as a complete ban on all rating sites, 
ratings and reviews in the UK. Lawyers, medical doctors, and other professionals 
who interact with numerous clients should pay attention to feedback, which can 
be received, in particular, from such sites. Therefore, if the site does not explicitly 
call for negative reviews, the evaluation of specialists can be recognized as being 
legitimate, especially if this information is obtained from open sources. 

6. France: anonymous teacher ratings  
are not good for education

In France, the court examined a case whose circumstances were very similar to 
the Spickmich case.

The dispute surrounded the activities of the site note2be.com that provided a 
forum where students could discuss the professional qualities of teachers and rate 
them. The French court ruled that this kind of teacher assessment on a site harms 
the education system13, all the more so as the personal data of teachers was being 
used without their consent [Erdos D., 2015: 16–17]. As a result, an injunction was 
issued against the further activities of the site.

Our comparative analysis suggests that rating sites are fraught with a conflict 
between freedom of speech, on the one hand, and privacy, on the other. The bound-
aries of privacy as a right are not defined for all possible situations ahead of time. It 
is necessary to evaluate the interests that a rating site protects and the interests that 

12 Available at: https://www.bailii.org/ew/cases/EWHC/QB/2011/3185.html (accessed: 16.09.2020)
13 TGI, 3.03.2008, № RG 08/51650. Available at: http://www.foruminternet.org/specialistes/

veillejuridique/jurisprudence/IMG/pdf/tgi-par20080303.pdf; [Scheuer A., Schweda S., 2011: 13].
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it jeopardizes and compare them. In any case, information relating to family and 
personal relationships is more protected than information about professional life. 
Information relating to professional life is generally open to discussion (provided, 
of course, that the latter assumes a correct form).

7. Types of sites

One can provisionally distinguish two types of rating sites: (1) sites which post 
consumer reviews of services delivered to them (sold goods, performed work) and 
(2) sites that publish ratings of personal qualities. The Russian sites “flamp.ru” and 
“otzovik.com” are examples of the first type. It should be said that these sites have 
taken reasonable measures to prevent the violation of personal intangible goods.

In particular, the otzovik website has a user agreement that sets down the fol-
lowing obligations: “Users are obliged to refrain from publishing information or 
other materials that (a) discredit the honour, dignity or business reputation of oth-
er users or third parties, (b) contain calls to violence or promote discrimination 
against people on racial, ethnic, gender, religious or social grounds, or (c) violate 
the intellectual rights of users or third parties” (clause 4.4)14. 

An undoubted benefit of such sites is that the information they publish allows 
potential consumers to receive information about a seller or contractor quickly 
and easily. Such sites serve as a “low-cost and time-saving means” of assessing the 
quality of goods and services and are therefore useful to both consumers and soci-
ety at large [Hinz A., 2011: 745–764]; [Serna F., Inesta J., 2018: 11]15.

The opposite of such professional (or “quasi-professional”) sites are interper-
sonal sites, where the object of the assessment is the personal qualities rather than 
the professional characteristics of an individual. This type of site is, of course, the 
most dangerous. 

For example, it is noteworthy that the Spickmich website (which published re-
views about teachers), initially included the evaluation criterion “sexuality, attrac-
tiveness”. However, this criterion was subsequently removed [Gounalakis G., 2010: 
566, 570]; [Ruhmkorf A., 2014: 8, 9].

Conclusion

The Internet has simplified the dissemination of notes, reviews, and publica-
tions as well as facilitating communication. However, it has also made the bound-
aries of privacy more vulnerable. While the ratings and reviews discussed in this 

14 Available at: https://otzovik.com/term.php (accessed: 15.09. 2020)
15 Available at: http://www.investigacion-psicopedagogica.org/revista/articulos/24/english/

Art_24_570.pdf (accessed: 9.12. 2020)



138

Comment

article are not the greatest threat to privacy, this area of Internet activity is interest-
ing insofar as it leads to the conflict of different interests such as 

 the freedom of speech;
 the right to privacy;
 the interest in obtaining full information about the professional qualities of a 

specialist or the qualities of a product.
In themselves, ratings are just a means that is neither good nor bad. They ex-

isted before the appearance of the Internet (for example, the most popular actor, a 
best-selling book, etc.).

The advent of the Internet simply made ratings more convenient and accessible. 
Today, all Internet users have an opportunity to participate in the assessment (rat-
ing) process and see the material “traces” of their participation.

There is even a peculiar fashion for ratings today. It is useless (and unnecessary) 
for legislators to fight this process. The task of legislators and judicial practice is 
only to set down the acceptable boundaries of these freedoms.

The most important problem for court practice is harmonizing the freedom of 
speech with the ban on the use of personal data without the consent of the person 
to whom this data relates. 

Almost every rating site that evaluates specialists indicates their first and last 
name, place of work, and even phone number. The best scenario is when personal 
data is posted on rating sites only with the consent of the person concerned.

Encroachments on privacy in the name of progress, innovation, and ordered 
liberty jeopardize the continuing vitality of the intellectual culture that we endorse 
today [Cohen J., 2013: 1904–1933].

Another important issue is the subject of liability. If a publication containing 
inaccurate and defamatory information indicates the name of the author, the latter 
is liable for the publication. However, if it is anonymous, then the only protection 
option for a person whose intangible benefits it affects is to contact the site owner. 
The site owner becomes liable only if, after receiving a claim from the person con-
cerned, he does not take reasonable measures to verify the complaint or, after re-
ceiving evidence of the inaccuracy of the information specified in the complaint, 
does not delete the defamatory review and indicate its inaccuracy.
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False information has always existed alongside genuine information. The leg-
islator may describe it in differing ways: false information, deceptive information, 
disinformation, falsified information, but in recent years the term “fake news” ap-
peared at first in literature, then in legislation. It cannot be said that all the above-
mentioned terms convey an identical meaning, but they do stress the one common 
characteristic of specific information — its invalidity, inconsistency with reality, 
and actual state of affairs.

The reasons for the invalidity of information can vary (incorrect selection of 
the methodology of a study, an inadequate empirical base in scientific and/or so-
ciological studies, deliberate falsification of data, knowing dissemination of false 
information, etc.) From the legal viewpoint the most interesting and important 
issues are situations in which the creation and dissemination of false information 
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are deliberate and exercise a negative influence on the information security of both 
individual persons and society as a whole.

State attention to the problem of knowing dissemination of fake information 
has grown considerably due to the widespread use of the Internet by various so-
cial strata, and in the face of the COVID-19 pandemic this problem has increased 
greatly in importance, and in view of its global nature, governments are striving to 
find the best way to resolve it1. 

Knowing fake information may also pursue different aims and be shaped by 
various purposes, including: concealment of its identity (creation of an account 
in the name of another person, or a non-existent one) and dissemination of fake 
information from another’s name; increasing the significance of the fake infor-
mation by claiming expertise in a specific field, creation of tension, public panic, 
performance of fraud, etc.)

In the conditions of the COVID-19 pandemic, fake information has been em-
ployed often in fraudulent activity. For example, internal affairs bodies have been 
receiving information concerning the sending of fraudulent SMS messages to citi-
zens, demanding payment of fines for alleged breaches of self-isolation, that must 
be paid immediately2. The term “fake” now refers not just to information, but to 
sites that are confusingly similar to official sites, to which the recipient is instructed 
to transfer payment of a fine.

However, the danger of fake information is not limited to fraudulent activities, 
it extends to fake information regarding the coronavirus infection itself, its spread, 
methods of countering it and so forth. The Internet contains an enormous body of 
information about COVID-19, much of it quite contradictory. People are warned 
about the danger of inoculations that may have a negative effect on their health and 
even pose a threat to their lives, advising refusal to inoculate; that bodies of state 
power are allegedly considering forced inoculation, etc. Other information claims 

1 See, for example, Philippines Act of 2017 “On the knowing dissemination of false information 
and other related illegal offences.” False information causing panic, chaos, discord, violence or ha-
tred, as well as information containing elements of propaganda aimed at smearing or discrediting a 
person; Singapore Act of 2019 “On protection from the Internet dissemination of fake information 
and manipulations.” Establishment of criminal liability for publication of fake news; Germany Act of 
2017 Net Enforcement Act (NetzDG). Malaysia Anti-fake News Act of 2018 envisages punishment 
for initiation of false information and reposting of the same. Fake news are any news, information, 
communications and reports that are fully or partially false irrespective of format (journalistic or 
newspaper article, television program, video/audio recording, other format capable of conveying 
words and thoughts), as well as legal literature: A.D. Scherbakov, Fake news as an object of criminal/
legal regulation: Malaysian experience // Miezhdunarodnoye ugolovnoe parvo i jurisprudentcia. 
2018. N 4. P. 18–21 (in Russian); A.N. Ilyashenko. Z.I. Khisamova. Aspects of bringing to book on 
criminal charges for disseminating fake news in social networks in pandemic conditions // Rossi-
ysky sledovatel. 2020. N 9. P. 12–15 (in Russian)

2 For greater detail see N.D. Denisov. Negative changes in cybercrimes in the pandemic period 
and means of countering them // Bezopasnost biznesa. 2020. N 4. P. 37–42 (in Russian)
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that the new coronavirus epidemic is no different from customary influenza, so 
there is no need to observe the recommended heightened measures of public safety 
(observing social distancing, use of gloves and face masks, inoculations, etc)3. As a 
result, people are provoked into actions endangering life and health, and hindering 
the reduction of the coronavirus threat.

A heightened degree of the public danger posed by fake information regarding 
the new coronavirus infection presupposed the reaction of the state to its dissemi-
nation. The Federal Law of 18.03.2019 № 31-FZ “On the introduction of amend-
ments to Article 15.3 of the Federal Law ”On information, information technol-
ogies and protection of information’’4 established the concept of “false socially 
significant information”, denoting “information disseminated under the guise of 
reliable communications that pose a threat to the life and (or) health of citizens, 
property, the threat of mass violations of public order and (or) public safety or 
the threat of disruption of the functioning or termination of life support facilities, 
transport or social infrastructure, credit organizations, energy suppliers, business 
activity or communications.” 

It is important for law enforcement activity to correlate this determination with 
a list of socially significant diseases and a list of diseases that endanger the sur-
rounding public. The indicated lists have been affirmed by the Resolution of the 
Government of the Russian Federation of 1 December 2004 № 715 “On approval 
of the list of socially significant diseases and list of diseases that pose a danger to 
others”5. In the new version of this resolution, dated 31 January 2020, the coro-
navirus infection was included in the list of diseases that pose a threat to the sur-
rounding public.

Simultaneously with the determination of the Federal Law “On information, in-
formation technologies and protection of information” the concept of “false socially 
significant information” was addressed by Federal Law № 27-FZ of 18.03.2019 “On 
amendments to the Code of Administrative Offences of the Russian Federation”6 
(hereinafter — CoAO). Article 13.15 of the CoAO was augmented by parts 9–11, 
pursuant to which the dissemination of information endangering the life and health 
of citizens, property, posing the threat of mass public disorders and threatening the 
functioning of life support facilities carry the following administrative fines: 

 for a first offence by private citizens — 30 to 100 thousand rubles; for public 
officials, 60 to 200 thousand rubles; for legal entities, 200 — 500 thousand rubles;

3 See, for example, the Resolution of the Ikryaninsk district court in the Astrakhan region dated 
22.06.2020 on case № 5-193/2020.

4 Rossiyskaya gazeta. 20.03.2019. 
5 SZ RF. 2004. № 49. Art. 4916.
6 SZ RF. 2019. № 12. Art. 1217. 
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 for a repeated offence by private citizens — 100 to 300 thousand roubles; for 
officials, 300 to 600 thousand rubles; for legal entities, 500 thousand to 1 million 
rubles. 

If the dissemination of fake information has caused “a person’s death, caused 
harm to a person’s health or property, provoked mass public disorders and (or) 
endangered public safety, termination of the functioning of life support facilities, 
threatening transport or social infrastructure, communications, credit organiza-
tions, energy supplying objects or business activity”, the fines are increased cor-
respondingly:

for private citizens — 300 — 400 thousand rubles;
for public officials– 600 — 900 thousand rubles;
for legal entities — 1 million — 1,5 million rubles.
The increasing danger to the public caused by fake information in the condi-

tions of the spread of coronavirus infection has indicated the need to introduce 
not just administrative liability, but criminal liability. In 2020 the Federal Law of 
01.04.2020 №100-FZ “On amendments to the Criminal Code of the Russian Fed-
eration and Articles 31 and 151 of the Criminal Procedure Code of the Russian 
Federation”7 introduced criminal liability for the public dissemination of know-
ingly false information under the guise of reliable information regarding circum-
stances posing a threat to the life and safety of citizens and (or) measures being 
enacted to ensure the safety of the population and territories, methods and means 
of protection against the indicated circumstances (Art. 207.1 of the Russian Crimi-
nal Code), and the public dissemination of knowingly false information in the 
pandemic period (Article 207.2 of the Russian Criminal Code).

Within the short period of the introduction of criminal liability for the public 
dissemination of knowingly false information it became clear that questions re-
quiring clarification arose in court practice, pursuant to which the Supreme Court 
of the Russian Federation conducted an amalgamation of separate questions of 
court practice relating to the application of legislation and means of countering 
the spread of the new coronavirus infection (COVID-19) on the territory of the 
Russian Federation, and presented its findings in reviews № 1 and № 2 “Review on 
selected issues of judicial practice related to the adoption of measures to counter 
the spread of a new coronavirus infection (COVID-19)”8.

One of the main questions at present is the matter of accessibility to justice for 
private citizens and legal entities in pandemic conditions. In the report presented 

7 SZ RF. 2020. № 14 (part I). Art. 2030.
8 See Review on selected issues of judicial practice related to the adoption of measures to coun-

ter the spread of a new coronavirus infection (COVID-19) on the territory of the RF № 2” (approved 
by the Presidium of the Supreme Court of the RF on 30.04.2020). Available at: URL: https://www.
vsrf.ru/files/28856 (accessed: 18.09.2020)
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by Vyacheslav Lebedev, Chairman, Supreme Court of the Russian Federation, at 
the Forum of chairmen of the supreme courts of BRICS countries “Protection of 
consumers’ rights in contemporary economic conditions”, attention of the courts 
was drawn to the circumstance that the terms for procedural activities missed due 
to measures for countering the spread of the coronavirus infection (limitation of 
citizens’ freedom of movement, their presence in public places, state or other in-
stitutions) are subject to reinstatement in accordance with procedural legislation. 
The Chairman of the Supreme Court of the Russian Federation noted that the lack 
of opportunity for a timely approach to a court with a claim is also grounds for the 
restoration of limitation periods for claims”9.

As was noted earlier, criminal and administrative liability were introduced re-
garding fake news. Pursuant to this, a question of principle arose in practice: what 
criteria differentiate administrative liability for breaches of the law envisaged by 
parts 9 and 10 of Article 13.15 of the Russian CoAO from criminal liability under 
Article 207.1 of the Criminal Code in the event of a physical entity disseminating 
knowingly false information about the new coronavirus infection (COVID-19) in 
the mass media and information and telecommunication networks under the guise 
of reliable information?10 The difference between illegal actions carrying criminal 
liability and administrative liability is surely the first question requiring a definitive 
answer, a mandatory condition for bringing to book, as parts 9 and 10 of Article 
13.5 of CoAO indicate that an entity is charged with administrative liability if the 
actions of the entity disseminating knowingly false information do not contain 
elements of criminal liability. 

Let us compare the norms of Article 207.1 of Criminal Code and parts 9 and 10 
of Article 13.5 of CoAO. However, it must be mentioned at the outset that amend-
ments concerning fake information were included in the CoAO article entitled 
“Abuse of freedom of information”, thereby linking it to the mass media. 

The Criminal Code established that “The public dissemination of knowingly 
false information under the guise of reliable information concerning circumstanc-
es posing a threat to the life and safety of citizens, and (or) measures employed to 
ensure the safety of the population and territories, means and methods of protec-
tion in the indicated conditions…” Clearly, the Criminal Code contains no indica-
tion of the means of the public dissemination of fake information, the main issue 
being the fact of its public dissemination.

In its Review, the Russian Supreme Court draws attention to the circumstance 
that within the framework of criminal liability, the public dissemination of know-
ingly false information may be manifested not only in the use of mass media and 
information and telecommunication networks, but also in the dissemination of 

9 SPS Konsultant Plus. 
10 Question 13 of review № 1.
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such information by public appearances, meetings, distribution of leaflets, display 
of posters, etc. 

Part 9 of Article 13.5 of CoAO describes the same situation in more detail, 
and stresses the role of the mass media, and information and telecommunication 
networks: “The dissemination of knowingly false socially significant information 
in the mass media under the guise of reliable information, causing a threat of dam-
age to life and (or) health of citizens, property, threat of mass violations of public 
order and (or) threatening the functioning or termination of life support objects, 
transport or social infrastructure, credit organizations, energy supplying objects, 
business activity or communications…” and part 10 of the same article envisages 
liability for “the dissemination of knowingly false socially significant information 
in the mass information media and also in information and telecommunication 
under the guise of reliable information resulting in the creation of obstacles to 
the functioning of life support objects, transport or social infrastructure, credit 
organizations, energy supplying objects, business activity or communications. 
Furthermore, Article 13.15 was later augmented by two more parts: 10.1 and 10.2 
concerning the same issues.

The position of the Supreme Court of the Russian Federation in the matter of 
differentiating criminal and administrative liability comes down to the following. 
The actions of a physical entity may contain elements of punishable criminality and 
be qualified under Article 207.1 of the Criminal Code if they occur in the public 
dissemination of knowingly false information, under the guise of reliable informa-
tion, concerning circumstances threatening the life and safety of citizens, includ-
ing circumstances of the spread of the new coronavirus infection (COVID-19) on 
the territory of the Russian Federation and (or) measures employed to ensure the 
safety of the population and territories, methods and means of protection in the 
indicated circumstances, and such dissemination of knowingly false information 
with consideration of the conditions in which they are performed, the aims and 
motives behind such actions (for example, provoking public panic, disruption of 
law and order), pose a genuine public danger and damage relations in the sphere 
of social security that are protected under criminal law. 

Furthermore, the criteria for differentiating between the administrative liability 
envisaged by parts 10.1 and 10.2 of Article 13.15 of CoAO and the criminal li-
ability envisaged by articles 207.1 and 207.2 of Criminal Code are viewed by the 
Supreme Count as subject composition. The Review notes that differentiation must 
be performed in accordance with the subject of the breach of the law. Administra-
tive liability for actions envisaged by parts 10.1 and 10.2 of Article 13.15 of CoAO 
concerns only legal entities. Citizens, including public officials, managers of a legal 
entity may be charged with criminal liability if their actions contain components of 
a crime covered by Articles 207.1 and 207.2 of the Criminal Code.
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The components under study relevant to the CC RF and CoAO contain cat-
egories of evaluation, and also indications of circumstances the content of which 
is covered by other legislative acts. For instance, the question arises what should 
be deemed circumstances that pose a threat to the life and security of citizens 
(art.207.1 of the Criminal Code). The answer to this may be found in the notes to 
the same article and in a great number of legislative norms concerning emergency 
situations of a natural or technogenic nature. The notes indicate that circumstances 
threatening the life and safety of citizens are deemed to be emergency situations of a 
natural or technogenic nature, ecological emergencies including epidemics, epizoot-
ics and other situations caused by accidents, hazardous natural occurrences, catas-
trophes , natural and other disasters causing (capable of causing) human victims, 
inflicting damage on people’s health and surrounding ecology, significant material 
losses and disruption of the livelihood of the population. Such a position served as 
grounds for the Supreme Court of the Russian Federation to relegate the circum-
stances of the spread of the new coronavirus (COVID-19) infection on the territory 
of the Russian Federation to circumstances that threaten the life and safety of citizens 
as indicated in the note to article 207.1 of the Criminal Code of the Russian Federa-
tion and clause 2 of notes to article 13.15 of the Code of Administrative Offences of 
the Russian Federation regarding administrative breaches of the law. 

Evaluation categories should include, for example, such terms as “knowingly 
false information” regarding circumstances that threaten the life and security of 
citizens”, “publicly disseminated information” and “socially significant informa-
tion.” It is very difficult to prove that an individual disseminating a specific piece of 
information is aware of it being “knowingly false” because he may be sincerely con-
vinced of its objectivity due to the reliability of the source of that information. For 
such a situation the Russian Supreme Court has established that knowingly false 
information is deemed to be information (news, communications, data, etc.) that 
is initially inconsistent with reality, and was known to be so by the disseminator. 

There is also a problem with the relegation of publicly disseminated informa-
tion to the socially significant category. It is not by chance that alongside amend-
ments to the CC RF and CoAO RF, changes were made to Federal Law № 149-FZ 
of 27 July 2006 “On information, information technologies and protection of in-
formation” concerning the nature of socially significant information.

Regarding circumstances threatening the life and safety of citizens, it is impor-
tant to bear in mind the mention of the coronavirus in an earlier Resolution of the 
Government of the Russian Federation of 31 January 2020 № 66 stating circum-
stances of the spread of the new coronavirus infection on the territory of the RF 
relate directly to circumstances that threaten the life and saafety of citizens. The 
qualification of actions by a physical entity under art. 207.1 CC RF is also influ-
enced by the aims and motives behind the actions in question.



147

 Liudmila Tereschenko. Fake News: Legislation and Judicial Practice. Р. 140–147

In the course of law enforcement procedure there may be a question concern-
ing such a sign as the degree of public nature in the dissemination of information. 
In the view of the Russian Supreme Court (question 13 in its Review) the know-
ing dissemination of fake information shall be deemed public if such information 
is addressed to a group or an unlimited number of persons and is expressed in 
any form accessible to them. Moreover, it is advisable to take other circumstances 
into account, including places, method of dissemination (e.g. the mass posting of 
messages to mobile communication subscribers, use of messaging services such as 
WhatsApp, Viber and others.

We find it regrettable that practically no use is made of the conceptual frame-
work set out in the Federal Law “On information, information technologies and 
protection of information” determining actions performed with information. This 
envisages access to information, provision of information and dissemination of 
information where access to information is the possibility of receipt of information 
and its use; provision of information mean actions aimed at the receipt of informa-
tion by a specific circle of persons or transfer of information to a specific circle of 
persons; dissemination of information means actions aimed at receipt of informa-
tion by an indefinite circle of persons or transfer of information to an indefinite 
circle of persons.

As a result, practically any operations with information are regarded in the Re-
view as its dissemination, even if the information is received by a clearly speci-
fied circle of recipients. Consequently, the sending of a message to several of one’s 
friends on WhatsApp shall be seen by the courts as dissemination of information11.

In conclusion, we find it necessary to note that the struggle against the coro-
navirus infection and fake news must not violate the fundamental human right to 
freedom of speech on one hand, or to soften or revoke the prohibition of censor-
ship, which is guaranteed by the Constitution of the Russian Federation.

11 See the Resolution of the Buynaksk city court in the republic of Dagestan dated 02.07.2020 
on case N 1-110/2020.



“Legal Issues in the Digital Age” Journal is an academic quar-
terly e-publication which provides a comprehensive analysis of law 
in the digital world. The Journal is international in scope, and its 
primary objective is to address the legal issues of the continually 
evolving nature of digital technological advances and the neces-
sarily immediate responses to such developments.

The Digital Age represents an era of Information Technology and 
Information Communication Technology which is creating a reliable 
infrastructure to the society, taking the nations towards higher level 
through, efficient production and communication using digital data. 
But the digital world exposes loopholes in the current law and calls 
for legal solutions.

“Legal Issues in the Digital Age” Journal is dedicated to provid-
ing a platform for the development of novel and analytical thinking 
among, academics and legal practitioners. The Journal encour-
ages the discussions on the topics of interdisciplinary nature, and 
it includes the intersection of law, technology, industry and policies 
involved in the field around the world.

“Legal Issues in the Digital Age” is a highly professional, double-
blind refereed journal and an authoritative source of information in 
the field of IT, ICT, Cyber related policy and law. 

Authors are invited to submit papers covering their state-of-the-art 
research addressing regulation issues in the digital environment. 
The editors encourage theoretical and comparative approaches, as 
well as accounts from the legal perspectives of different countries. 

Legal Issues in the  
DIGITAL AGE

I S S U E D  Q U A R T E R LY



The submitted articles should be original, not 
published before in other printed editions. 
The articles should be topical, contain nov-
elty, have conclusions on research and follow 
the guidelines given below. If an article has 
an inappropriate layout, it is returned to the 
article for fine-tuning. Articles are submitted 
Word-processed to the address:  lawjour-
nal@hse.ru

Article Length
Articles should be between 60,000 and 
80,000  characters.  The size of reviews and 
the reviews of foreign legislation should not 
exceed 20,000 characters.

The text should be in Times New Roman 
14 pt, 11 pt for footnotes, 1.5 spaced; num-
bering of footnotes is consecutive.

Article Title   
The title should be concise and informative.

Author Details  
The details about the authors include: 

• Full name of each author

• Complete name of the organization — af-
filiation of each author and the complete 
postal address

• Position, rank, academic degree of each 
author

• E-mail address of each author 

Abstract
The abstract of the size from 150 to 200 
words is to be consistent (follow the logic to 
describe the results of the research), reflect 
the key features of the article (subject mat-
ter, aim, methods and conclusions).

The information contained in the title should 
not be duplicated in the abstract. Historical 
references unless they represent the body 
of the paper as well as the description of 
the works published before and the facts of 
common knowledge are not included into 
the abstract.

Keywords
Please provide keywords from 6 to 10 units. 
The keywords or phrases are separated with 
semicolons.

References   
The references are arranged as follows: 
[Smith J., 2015: 65]. See for details http://
law-journal.hse.ru.

A reference list should be attached to the 
article. 

Footnotes 
The footnotes include legal and jurispruden-
cial acts and are to be given paginaly.  

The articles are peer-reviewed. The authors 
may study the content of the reviews. If the 
review is negative, the author is provided 
with a motivated rejection.

Authors guidelines

Legal Issues in the  
DIGITAL AGE



Выпускающий редактор В.С. Беззубцев
Художник А.М. Павлов

Компьютерная верстка Н.Е. Пузанова

Подписано в печать 30.10.2020. Формат 70×100/16
Усл. печ. л. 11,25.


