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Abstract

For legal regulation of behavior of artificial intelligence (Al), it is proposed, based on
the structural similarity between the law and computer software, to make the legal
profession a mandatory party to the design and development of artificial intelligence
systems, with a special object-oriented legal language to be developed. In discussing
the core elements of such a language, it is underlined that Al should be able to
independently formulate and describe its purposes in the same object-oriented
language to ensure feedback between Al and developers/users. It is demonstrated
on the example of regulations and state standards adopted in Russia for driverless
vehicles, that developing an Al-specific legal language is a complex task, including
since contextual gradation is needed to formalize legal judgments. The emergence
of a family of object-oriented legal languages is predicted. The issue of creating an
Al theory designed to explain the data and facts to be handled by strong Al is raised.
It is suggested to adjust the Al definition in the approved guidelines and strategies
to describe Al as a system searching for solutions outside a preset algorithm but not
excluding the use of algorithms altogether. The importance of algorithms for Al is
demonstrated, with strong Al interpreted as systems guided by an object-oriented
language. The differences between strong Al and man are analyzed. With regard to
Al capable of responsible behavior, the internal representation of the outside world
and itself is discussed for consistency of input data. It is concluded that inevitable
conceptual, linguistic and practical problems to be faced by lawyers involved in the
development of strong Al should not hold back the “juridification of Al design”.

© Baturin Yu.M., 2023
4 This work is licensed under a Creative Commons Attribution 4.0 International License
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Background

The engineering and legal professions work in much the same manner,
both following the established rules: while engineers assemble sophisticat-
ed products in a strictly prescribed order, lawyers apply the adopted provi-
sions to social life. Both procedures are called algorithms. An algorithm is
a sequence of actions to achieve a purpose (intended result). The structure
of a provision — “if, then, otherwise,” — is itself a basic (simple) algorithm
(fig. 1) making up more complex ones which may be described by pro-
gramming languages.

if (hypothesis)

l

otherwise (sanction)

then (disposition)

Fig. 1. Legal provision as a basic algorithm

While languages of technical and legal algorithms lexically differ, they
structurally coincide. It would be wrong not to use this coincidence for the
benefit of the legal science. The academician V. Kudryavtsev wrote more than
fifty years ago: “The question of possible programming of the enforcement
process is no longer a matter of controversy” [Kudryavtsev V.N., 1970: 69].
The achievements of that time have unfortunately sunk into oblivion togeth-
er with the legal cybernetics. However, they are called for again with the de-
velopment of artificial intelligence (AI) where one of the biggest problems is
to feed a system of provisions into AI to be understood and complied with.
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1. Goal Setting for Al

The systems based exclusively on algorithms are called automatic or
simply automatons. They have long been established, the only practical
problems involved in their development being related to the complexity
of algorithms to be created, their consistency, feasibility etc. These systems
are called weak Al as a tribute to today’s fashion for artificial intelligence
although, strictly speaking, an automaton has no intellect. Weak AI could
be exemplified by autopilot systems (for cars and aircraft). Weak AI (au-
tomaton) is assigned a goal (internal purpose) achievable by executing a set
of algorithms. Legal behavior is also algorithmized. Much is done today to
“intellectualize” such automatons by training them how to “interpret” the
environmental states (sometimes by posing certain problems to be solved
by the autopilot), adjusting or setting a new goal (“intent”) and assessing
the expected result (“foresight”). (Quotation marks for the terms “inter-
pretation’, “intent” and “foresight” mean that they are not concepts of a
theory of intelligent systems but metaphors or, legally speaking, legal anal-
ogies) [Baturin Yu. M., Polubinskaya S.V., 2022: 141-154]. This is already a
step — but just one- towards creating strong Al or, more exactly, a strong
Al-enabled robot. Such robots (autopilot systems etc.) should be designed
to be “capable” of complying with legal provisions — in our example, traffic
rules. Qualitatively, it is a more complex goal than in case of weak Al.

Weak Al is thus set a goal with an algorithm to achieve it. Strong Al
will perceive a goal formulated in an object-based language defined in the
developer’s meta-language. If we want the legal profession to be involved
in the development of strong AI, we should describe the object-based lan-
guage to interact with Al in the legal (meta) language. Let’s call it the spe-
cialized object-based legal language. The word combination “specialized
legal” means a homomorphic image of legal language only partially repro-
ducing the original language — that is, stripped down language preserving
its structure and meanings to the extent sufficient to describe complex op-
erations prescribed to AI. An Al developer, even a legal professional with
the knowledge of the object-based language, can set a goal for Al This is
not hard to do. Creating the object-based language is much more difficult.
Importantly, Al should itself be able to formulate and describe its goals in
the same language. In particular, this is required for feedback between AI
systems and their developers and users.

Obviously, lawyers can be involved in the development of strong Al only
as part of a team of engineers, mathematicians, programmers and jurists,

6
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all of whom understand their functional relationships in the process of
designing, testing and applying Al. Thus, the object-based language will
be a composite language, that is, only partially of legal specialization. As
we have stated, engineering activities and jurisprudence are structurally
described by one and the same language. As regards the lexical side, it is
possible to compile a relatively comprehensive engineering-mathematical-
legal dictionary suitable for well-designed and unmixed coordination of
technical and legal approaches for full-fledged involvement of legal profes-
sion into the development of Al technology. However, we will deal here
only with the specialized object-based legal language to show the lawyer’s
role and operating modes at the stage of AI development.

2. Artificial Intelligence and Algorithms

The most adequate definition of artificial intelligence is probably the
one found in the National AI Development Strategy for the period until
2030' in which it is described as “a set of technological solutions allowing
to mimic human cognitive functions (such as self-learning and search for
solutions outside a preset algorithm) and address specific tasks with results
at least comparable with those of human intellect” (paragraph 1.5a).

Meanwhile, one element of this definition — “search for solutions out-
side a preset algorithm” — is questionable. In fact, according to this defini-
tion, AI mimics human cognitive functions while human behavior is often
algorithmic. Moreover, man finds himself in a “forest of algorithms” as soon
as he is born — from baby breeding recipes to operating manuals and street
crossing rules (look to your left before you step on the roadway; look to your
right when you are in the middle of the road; or vice versa in countries with
left-hand traffic). People sometimes follow algorithms automatically. It hap-
pens to everyone, even if deeply immersed in thoughts, to get off at the right
stop, make the right turns and come exactly to the door of one’s house. Such
mechanical algorithmic behavior results from multiple repetition of a certain
sequence of operations or from a fully and exactly defined goal.

Thus, the AI definition proposed by the Strategy should be amended
to read “a search for solutions both on the basis of and outside preset algo-
rithms”. With this amendment, the AI definition becomes quite operable.

! Presidential Decree No. 490 of 10.10.2019 On Development of Artificial Intelligence
in the Russian Federation (attached to the National AI Development Strategy for period
until 2030) // SPS Consultant Plus.
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Developing algorithms is a creative task of higher complexity than mak-
ing arrangements for their execution as there is no one-size-fits-all solu-
tion. That work is fulfilling by human person for weak AI. Meanwhile, it is
a complex task that strong Al is to be taught to handle. At the same time,
there are algorithmically unsolvable (that is, inaccessible to AI) problems
which hold for strong AI (impossibility to recognize self-applicability to its
own code or self-inapplicability of normal algorithms, i.e., those that use
letter—word strings as input data; non-feasibility of a Turing machine based
on external alphabet A which would recognize whether an arbitrary Turing
machine with external alphabet A is applicable to an arbitrary word ex-
pressed in A given that A contains at least two letters; problems that, if solv-
able, would result in the existence of paradoxical objects) [Krinitsky N.A.,
1984: 76-80]. Algorithms will inevitably become part of strong Al

Artificial intelligent robotic systems such as driverless cars will be used
in variable environments which require “an ability to understand” such
provisions as piloting parameter constraints and to take “reasonable” ac-
tion to observe them as much as possible (quotation marks reflect the same
reservation). However, not so accurate course of action is only possible if
input data and intended results can be described in a language probably
created for the purpose. Thus, chemical agents and their proportions are
input data for a medical prescription (algorithm) we give to a pharmacist,
while the result is the medication he makes as well as the dosage and pe-
riodicity of administration. Moreover, the patient understands only when
and how many times the medication should be administered, the rest is
written in the established Latin-based medical jargon, that is, the special
language of the pharma industry. It is a similar specialized legal language
that is dealt with below.

All language-guided systems are developed within normative bound-
aries of an object-oriented language. This means specific provisions to be
fed into strong Al-enabled robots at the stage of development. Thus, the
Guidelines for Regulation of Relationships in AI and Robotic Technologies
until 2024* explicitly mentions as one of its purposes the establishment of
“the principles for legal regulation of new social relations resulting from
the development and application of Al and robotic technologies” (Sec-
tion 1-2). This process is already underway with respect to social relations

2 Government Executive Order No. 2129-r of 19.08.2020 attached to the Guidelines for
Regulation of Relationships in AI and Robotic Technologies until 2024 // SPS Consultant
Plus.
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involved in AL. Meanwhile, the behavioral standards to be fed into Al is a
blank spot. The Guidelines specifically address this task: “The development
of Al and robotic technologies should rely on core ethical standards” (sec-
tion 1-3). These standards are rightly called ethical as distinguished from
legal provisions. It should be borne in mind, however, that the Guidelines
mean Al ethics rather than human ethics in identifying some of them such
as the priority of human well-being and safety, prohibition to cause harm to
humans, human control, non-manipulation of human behavior and, final-
ly, the provision directly related to the subject of this paper and explicitly
addressed to the legal profession: “law-compliant development including
compliance with safety requirements (the use of Al systems should not re-
sult in the developer-intended violation of legal provisions)” (Section 1-3).
These provisions of Al ethics should be described in terms of an object-
oriented legal language.

3. Creating an Object-Oriented Legal Language

The development of complex systems such as Al has caused a need to
create special languages for natural description of the artifacts (objects)
they incorporate, thus resulting in the emergence of object-oriented pro-
gramming languages.

To behave responsibly in the outside world, AI should have an idea of
this world expressed as input data. What does it mean for Al to have an
idea? Know? Have information? Understand? These essentially philosophi-
cal questions cannot be answered unless a host of fundamental concepts —
“knowledge”, “opportunity”, “action’, “cause’, “result”, “situation” etc. — are
formalized for Al to be able to ask and answer the questions such as: “How
will the situation change if I trigger action X?”; “Do I have enough infor-
mation to answer the previous question?” etc. The concept of knowledge
is of principal importance. In the probabilistic, polyvalent or fuzzy logic
underlying Al development, knowledge is stochastic (fuzzy) since the used
judgments are only true with a certain probability. The concept of knowl-
edge can lead to that of conviction (belief in something) that can be in-
terpreted as perception of whether a judgment is true with a probability
(fuzzy set function) of 1. A's material convictions on the outside world
could be regarded as embryonic “self-consciousness” (to be complemented
by judgments on itself and its structure achieved through introspection,
a subject far outside the scope of this paper). The general concept of Al's
“self-consciousness” can be reduced to a sufficient number of “convictions”

9
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(true judgments on the world outside and inside) relative to AI's own “con-
victions” and processes that bring about a change.

A specialized object-based language should include the terms and con-
cepts used to formulate the requirements to Al But “if the language set
is too limited, many tasks will involve long and inconvenient structures’,
D. Stepulyonok wrote. “On the contrary, if syntax is excessively abundant,
such language will be hard to implement. Apparently, the creation of lan-
guage requires an acceptable balance in the number of language structures”
[Stepulyonok D.O., 2010: 22]. Thus an object-oriented legal language is
much dependent on ATIs functional purpose. The below Program for ex-
perimental legal regime of driverless cars is a good example of initial ap-
proach to an object-oriented language for a specific task. Let’s outline some
basic elements of a specialized legal language.

The internal model of the outside world will provide AI’s representation
of it. The issue of AT’s personality is pertinent if its model of the world is
adequate in terms of understanding of the underlying mathematics, own
goal setting, ability to ask and answer the above questions using this model
and seek more information in the outside world as necessary. The task is far
from simple: Al needs a mechanism for self-control of internal processes;
an alphabet to designate and describe these processes, and a language de-
scribing the outside world in a way that the elements of Als internal rep-
resentation make up a system enabling a search of the goal and choice of a
goal-focused action identifiable in the available set of possible actions, and
a course of action. The available set of possible actions will require impera-
tive structures using conventional operators and cycles. These actions will
be described by statements in the chosen object-oriented language using
symbols, descriptive and modal operators, internal parameters etc. Thus,
AT’s representation of the outside world, goal, strategy (actions required to
achieve it) are expressed linguistically.

Under such approach, we could acceptably “roughen” the human un-
derstanding of “free will” as an ability, decide on the course of action by as-
sessing the result of various possible actions, and accept that “free will” for
Al is the ability (based on strictly formalized concept of “can”) to make up
a list of alternatives for achieving the set goal and to choose one or several
of them.

To describe one of the vital actions, let’s introduce the concept (verb)
“can” and select just one meaning — be able — out of the whole variety of
meanings (including legal) which would reduce the legal language but offer

10
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the meaning appropriate to internally decide what to do. Nothing hampers
us to use other legal meanings of “can” — such as to be entitled, to be ca-
pable, to have an opportunity etc. — through the graduation of contexts.

The causal link can be naturally expressed by the concept (verb) “cause”
to mean the relationship of “resulting”, “entailing”, “causing”. The said re-
lationship (causal link) follows from the context described in terms of the
variables called “conditions”.

A “situation” means for Al the state of the outside world at the moment
t. Since the world is too big, it can never be exhaustively described, with its
state perceived by Al via conditions and “facts” to be interpreted as “true
events”. Facts will be used to derive new facts relative to the given situa-
tion, as well as make judgments on any prospective causally linked and
hypothetic situations, such as the one where an Al-enabled robot helping
persons with disabilities around the house has accepted an order to get the
moon on a stick. This hypothetic situation is not fully defined as it is not
clear what exactly the robot has “in mind”, that is, in its decision block (a
robot is unlikely to be trained to deal with the moon, stars etc.). But this
representation of a situation could be useful for analysis of a set of facts
which would be sufficient to understand why the Al-enabled robot has at-
tempted to get the moon on a stick and whether it will give up and why.
Such situations can be internally represented for Al in terms of symbolic
expressions translatable under the prescribed rules.

The concept of “result” is causally linked to the performance of an ac-
tion. If an action does not lead to any result, the value of this variable be-
comes indefinite. Importantly, an “action” intended by Al is not necessarily
the one to be performed in reality. Therefore, we can only approximately
speak of an action bringing about a certain situation. Hence, the concept
of “result” cannot be considered definite in the outside world. It is definite
and preferential for AT only in its representation of the outside world. This
is one of the reasons why AI can cause harm, undesirable incidents etc.

Actions will form into strategies, the most basic one being a finite se-
quence of actions. A cyclic repetition of actions, a strategy with interrupted
action and priorities etc. are possible [McCarthy J., Hayes P., 1972: 52-54,
58, 62].

Suppose it is a need to trace a route for an Al-enabled driverless car.
To have a goal achievement strategy (the well-known phrase “the route is
traced”), Al needs to analyze the situation described by several types of
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“facts™: topographic facts (coordinates of the start and end points, number
of blocks to pass, number of turns and their directions); facts indicating the
effect of intended action (for instance, road under repair after the second
turn to the right); finally, the fact that the street in question will be reached
(“result”) upon completion of a cyclical sub-program corresponding to a set
number of blocks to be passed and turns to be made. The last fact does not
assume a possibility (“can”) of starting the trip. The possibility to achieve
the goal is affected by “knowledge” described in terms of predicate logic.
Using the concept “can’, Al should be able to demonstrate it “knows” alter-
native goal achievement routes and to specify the route selection criteria
(minimum time spent, minimum route length, absence of road jams etc.).

The complexity of creating a specialized legal language for weak Al even in
a simplified situation can be seen on the example of driverless car regulations.

4. Elements of a Specialized Language
for Driverless Cars

On 17 October 2022 the Russian Federation Government has adopted
Resolution No. 1849 to approve the Program of experimental legal regime
for digital innovations to operate intelligent vehicles under the driverless
logistical corridors initiative for M-11 Neva federal highway.® In this con-
text, a driverless car in terms of our terminology is just weak AI. However,
for lack of a similar document for strong Al let’s assume an external lawyer
to be a model of internal normative block for would-be strong AI. The said
Program shows the interaction between the lawyer in question, driverless
cars and users. For instance, it is stated that “unless provided for by the
operating algorithm, no third party may interfere with the operation of
an automatic driving system” (paragraph 88 “d”), something to be com-
pensated by “a diagnostic system for real-time performance monitoring of
the intelligent driving system” (paragraph 88 “c”). It is also envisaged that
“the driving system should be able to bring the intelligent vehicle to a safe
stop” (paragraph 88 “¢”), etc. Meanwhile, the required safety level equally
depends on “the intelligent vehicle’s controller” — from a test driver to test

engineer — who should exercise “supervisory monitoring” along the route

* Government Resolution No. 1849 of 17.10. 2022 (attached to the Program of ex-
perimental legal regime for digital innovations to operate intelligent vehicles under the
driverless logistical corridors initiative for M-11 Neva Federal Highway as amended by
Government Resolution No. 607 of 17.04. 2023 and No. 1206 of 08.08.2023 ) // SPS Con-
sultant Plus.
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and “in manual driving mode” (paragraph 2). Thus, both the safety tech-
nology and control system partially depend on human control to identify a
malfunction. Therefore, the safety technology and human control are part
of a higher level safety system. Strong Al will be likewise subject to human
control in the future, at least via the normative block designed by lawyers.

Growing automation actually makes the man-machine relationships
more complex. The Program provides for different levels of automation:

“intelligent vehicle” equipped with “automatic driving system, that is,
software and hardware for non-assisted driving (without presence of a test
driver);

“Ist category intelligent vehicle” with a test driver in the driving seat;

“2nd category intelligent vehicle” for non-assisted controller-supervised
driving (with a test engineer on board but not acting as a (test) driver).

The four key variables are: human and/or automatic driving operation;
human or automatic control of the traffic situation (road conditions); pos-
sibility (impossibility) for a human operator to override the non-assisted
automatic system; and possibility (impossibility) for the automatic system
to operate under all or some traffic situations. These variables can take spe-
cific values at once (possibility to instantly cancel decisions), with a delay
(requiring some time) or in a mediated way (through a controller). The
choice of value in the first situation is obvious as envisaged by paragraph 17
“t”: “The test driver should instantly assume driving by taking control of
the intelligent vehicle to prevent a traffic accident”. The second variable de-
pends on the dynamic digital traffic map, a part of the intelligent traffic sys-
tem based on a geo-information road and traffic model for higher situational
awareness of vehicles in an automatic mode. The third variable concerns
technical malfunction and third-party deliberate intervention (paragraphs
86 “b” and “c”). The fourth variable can take specific value depending on
“circumstances that make the intelligent vehicle’s driving impossible or un-
safe” (paragraph 2). The values of these four variables become important, for
example, when the automatic system can respond faster than human opera-
tor or when the driverless vehicle’s automatic system operates in coordina-
tion with other systems (such as the infrastructure of the intelligent vehicle
operator or driverless cargo transportation controller), or when the driver’s
commands are incompatible with real constraints of the driving route.

While representing a descriptive taxonomy, the above examples from
the Program of experimental legal regime for driverless cars pose complex
questions.

13
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Should the test driver in the driving seat (“1* category intelligent ve-
hicle”) keep at least one hand on the wheel? Can the driver in the front
passenger seat (paragraph 17 “b”) maintain the level of attention presumed
to ensure safety of the trip in non-assisted driving? Under paragraph 17 “¢”
the test driver should keep monitoring the traffic situation while the auto-
matic driving system is in operation (in particular, no telephone could be

used during driving except with a hands-free kit).

Can a test engineer on board of the vehicle under full automatic control
(“2 category intelligent vehicle”) reasonably assess the traffic situation and
adequately react even with a test driver in the front passenger seat waiting
for an order to help or take control (paragraph 17 “t”)?

Will the automatic system reliably respond in the event of extraordinary
driving conditions —~worse road grip, fire, smoke, adverse weather condi-
tions such as strong wind, heavy precipitation (paragraph 58)?

These questions are not only about safety as such but equally about val-
ues (human life, damage to property) that support or clash with this idea.
Importantly, there is no common understanding of safety either from the
technical or legal point of view. The assessment of safety will necessarily
include the assumptions of the extent of damage, timing and causal links.

Let us discuss, for example, to what extent the “driver—car” pair should
be safe. Suppose it should be required to operate as reliably as an experi-
enced driver would in any imaginable maneuver or traffic situation. Such
a strict standard implies, however, that driverless cars will be marketed at
a slower pace and higher cost. Lower requirements will result in accidents,
loss of life and confidence in the Al technology. Therefore, we need to ana-
lyze the costs and likely damage, on the one hand, and benefits from driver-
less vehicles on the other hand. The fruits of that analysis can be impacted
by possible restrictions or wrong goal setting. For instance, a road accident
inevitable at a given speed could be prevented at a lower speed while an at-
tempt to protect passengers of a driverless vehicle by increasing its weight
could put pedestrians at risk if the vehicle runs them down.

Safety can be defined as a guaranteed protection from the risk of harm.
The Program under discussion has two sections dedicated to risk: “X. As-
sessment of the risk to life, health or property of individuals, property of
legal persons, national defense and/or security or other values protected
by federal law” (paragraphs 85-87) and “XI. Policies to minimize the risks
specified in Section X...” (paragraph 88). These risks “result from the likeli-
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hood of traffic accidents involving intelligent vehicles” (paragraph 86). The
wording is correct but not adequate for the purpose of an object-based lan-
guage. Let’s use a stricter definition from the mathematical risk theory: risk
is an aggregate value of possible damage in a stochastic situation of certain
probability [Korolev V. Yu. et al., 2007: 9]. It is this approach that is used in
the Guidelines for Regulation of Relationships in Al and Robotic Technol-
ogies until 2024 whereby “specific regulatory decisions need a risk-oriented
approach based on the assessment of potential damage to the said values at
a given probability against potential positive effect from the introduction
of Al and robotic technologies, as well as policies to minimize the relevant
risks” (Section I-4).

The guidelines provide for a mandatory and well-founded assessment
of risk of Al-related damage and for the adoption of restrictive provisions
if the use of AT technologies involves an objectively high risk of damage to
the parties to social relationships. Where necessary for establishing spe-
cific provisions, the Guidelines suggest to use the definitions contained in
standardization documents (section II-6). Since 1 January 2023, the Fed-
eral Technical Regulation and Metrology Agency has introduced eight
standards for Al-enabled driverless cars which will be indeed useful when
formalizing an object-based legal language for the development of Al-en-
abled driverless cars, primarily for terminology (GOST R 70249-2022),*
but also for the requirements to road obstacle detection algorithms (GOST
R 70251-2022),’ testing requirements to road sign identification (recogni-
tion) algorithms (GOST R 70255-2022),° crossroad structure detection and
reconstruction algorithms (GOST R 70253-2022),” roadside and traffic lane
control algorithms (GOST R 70256-2022),% road user behavior prediction
algorithms (GOST R 70254-2022)° and low-level data merge algorithms

* GOST R 70249-2022 Al-enabled road transport systems. Intelligent vehicles. Terms
and definitions. Moscow, 2022.

> GOST R 70251-2022 Al-enabled road transport systems. Vehicle driving systems.
Test requirements to obstacle detection and recognition algorithms. — Idem.

¢ GOST R 70255-2022 Al-enabled road transport systems. Vehicle driving systems.
Test requirements to road sign detection and recognition algorithms.

7 GOST R 70253-2022 Al-enabled road transport systems. Vehicle driving systems.
Al-enabled road transport systems. Vehicle driving systems. Test requirements to cross-
road detection and reconstruction algorithms.

# GOST R 70256-2022 Al-enabled road transport systems. Vehicle driving systems.
Test requirements to roadside and traffic lane control algorithms.

° GOST R 70254-2022 Al-enabled road transport systems. Vehicle driving systems.
Test requirements to road user behavior prediction algorithms.
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(GOST R 70252-2022)." Finally, GOST R 70250-2022"" sheds light on the
above issue of safety of Al-enabled driverless vehicles by mentioning, in
particular, “a standardized structured language to describe traffic scenari-
os” (paragraph 7.1.3). Safety of automated driving systems is addressed by
ISO 22737, first international voluntary standard.'?

The making laws and its enforcement are not simple even in the classi-
cal form, not to mention making a robot comply with provisions fed into
its “brains” and written in a specialized legal language, some examples of
which have been provided in this section. According to U.S. authors in-
volved in automation of law enforcement activities, “law is rarely written
with such algorithmic precision in mind ”. Worse still, it is not drafted with
a view to be fed into AI's memory. Law is not always straightforward and
has to be interpreted, sometimes adjusted. H. Surden, U.S. professor of law,
is right when he says: “Automated legal reasoning systems that exist op-
erate within particular legal contexts in which legal decisions tend to be
relatively more determinate”, only to become dispositive since in the given
context the variability of meaning is extremely low. He notes a widespread
skepticism of the legal profession about computerization of law: “Scholars
from the legal domain tend to insist upon a nuanced view of legal analysis.
In this conception, legal reasoning is too imbued with uncertainty, ambigu-
ity, judgment, and discretion to permit computerized assessment. This lit-
erature’s common theme is that even if computers were technically able to
mimic legal decision making in a mechanical fashion they would necessar-
ily miss the subtle institutional, value-based, experiential, justice-oriented,
and public policy dimensions that are the heart of lawyerly analysis”

While recognizing that computerization of the legal process is a com-
plex task, Surden, however, says: “In comparative terms, the number of le-
gal contexts in which legal outcomes are tolerably determinate is probably
somewhat small” [Shay L., Hartzog W., Nelson J., Conti G., 2016: 276-277].

1 GOST R 70252-2022 Al-enabled road transport systems. Vehicle driving systems.
Test requirements to low-level data merge algorithms.

1 GOST R 70250-2022. Al-enabled road transport systems. Application options and
composition of functional AI sub-systems.

12 ISO 22737. International standard. Intelligent transport systems. Low-speed au-
tomated driving for predefined routes. Performance requirements, system requirements
and performance test procedures. Available at: URL: https://www.novotest.ru/news/world/
standart-iso-22737-na-nizkoskorostnye-sistemy-avtomatizirovannogo-vozhdeniya/  (ac-
cessed: 15.09.2023)
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It means that formalization of legal judgments will require a context-
based gradation, that is, a range of meanings. In this way, a specialist to
feed provisions into AI's memory will be able to use different levels of con-
ceptual abstraction. That allows to characterize the extent of certainty of
a provision across multiple legal contexts which is useful for the develop-
ment of strong Al

5. Developing Theory of Artificial Intelligence

If we count out Ramon Llull, Spanish mathematician and philosopher
[Gilson E., 1992: 18], who attempted back in the 13th century to create a
logical problem solving device on the basis of his own system of concepts,
Gottfried Leibniz [Leibniz G., 1984: 412] and Rene Descartes [Descartes R.,
1989: 256-262], who proposed in their works universal languages for clas-
sification of concepts, artificial intelligence (though called otherwise at the
time) dates back to Norbert Wiener and his already classical book on Cy-
bernetics [Wiener N., 1983]. It was followed by Alan Turing’s equally fa-
mous paper “Computing Machinery and Intelligence” first printed in 1950
[Turing A., 1960]. The same term “artificial intelligence” first made its ap-
pearance in 1956 at a Dartmouth College workshop (United States), only
to be wrongly translated then into Russian as “intellect” although “intel-
ligence” means just the “reasoning ability”. In short, it was about “artificial
reason” but not about “intellect”. Author of the article present will further
use the established notion of “artificial intelligence” in the meaning of a
device with the reasoning ability.

Artificial intelligence has developed with practice and theory taking
turns to outstrip each other. At present, major achievements in this field
are rather backed by the development of high performance devices than
the evolution of theory; sill to catch up with practice. U.S. specialists even
assert, probably too pessimistically, that “there is no generally acceptable
concept of automatic enforcement, not to mention common theoretical
framework to guide the introduction of the relevant systems” [Shay L.,
Hartzog W., Nelson J., Larkin D., Conti G., 2016: 272].

We have referred above to the definition of artificial intelligence pro-
posed by the National AI Development Strategy for the period until 2030*

13 Presidential Decree No. 490 of 10.10. 2019 “On the Development of Artificial Intel-
ligence in the Russian Federation” (attached to the National AI Development Strategy for
the period until 2030) // SPS Consultant Plus.
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where Al is described as “a set of technological solutions allowing to mimic
human cognitive functions” (paragraph 1.5a). Man is normally believed
to be able to interpret and conceptualize specific actions and predict their
result. Therefore, to mimic man in view of all his other cognitive func-
tions, Al should be regarded as a device capable of interpreting, intending
and predicting. In other words, AI should be primarily able to handle the
changing states of the outside world, with some to be interpreted as pos-
ing specific problems. To solve them, AI will take a course of action with a
predictable result to remove the problem.

Theory starts with selecting a model with predictive properties. To iden-
tify and predict a future event, it should be interpreted and aligned with a
set of real input data as the theoretical foundation. To correctly interpret
and make the right choice from a multitude of possible models, the func-
tional purpose of Al should be known, otherwise there is no telling wheth-
er interpretation is reasonable (suitable for the functional purpose) and
what properties of the outside world are important for Al In defining or
assigning AI’'s purpose, we should describe Al in a kind of meta-language.
The external purpose is thus “internalized” as AI's systemic goal. In this
case, artificial intelligence should be provided with a mechanism that will
translate the goal into actions to achieve it. It should be noted that AI, as
part of the overall goal (purpose), will perceive certain sub-goals from man
and even set for him certain goals (multi-purpose operating mode which
allows to consider Al as an evolving, self-organizing system). Moreover, Al
will be inevitably integrated into a context where it becomes intelligent (for
simplicity’s sake, we assume that man is a thinking being).

Let’s distinguish two types of Al: silent and language-guided. The former
is associated with weak AI (or Al systems). The latter relies on the concept
of object-based language described in the aforementioned meta-language
for Al to perceive an externally defined goal and describe its current sub-
goals. An externally defined goal (external purpose) of weak Al equals its
internal goal (“internal purpose”). On the contrary, a goal for strong Al
could be set by everyone who knows the object-based language. Moreover,
strong Al is able to formulate its own goal explainable in terms of the same
object-based language.

A special-purpose processor (such as autopilot) is silent weak Al Strong
Alincorporating software for processing the statements expressed in a pro-
gramming (object-based) language, as well as compiling, interpreting and
other software, is language-guided AI (further referred to as LGAI). Weak
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AT cannot be assigned a new goal, nor can it develop its own goals. De-
spite being able to interact with the pilot, the autopilot relies on a system
of symbols and messages that is not exactly a language. The instructions
to the pilot to change the direction will only change the goal’s parameters
(or the path to reach it). Meanwhile, LGAI already has the goals it is able
to describe or can perceive a new external goal. The notion of “reason”
is incompatible with weak AI while that of “intelligence”, as was observed
above, is rather a convention.

Let’s separate the processes occurring in LGAI from the system in which
they are organized to take place. Processes amount to the emergence of or-
ganized interaction in the interpreting system with a certain manifestation
of intelligence. (In terms of mimicking man, the interpreting system itself
should be associated with human mind).

Developing an Al theory essentially amounts to generalizing the pro-
cess of interpretation across multiple models instead of the chosen one.
Two theories thus emerge from what we have said: that of weak Al and of
strong language-guided AI. While the former has long been known (auto-
matic management theory in the field of technology, automata theory in
mathematics), we are concerned here only with LGAI theory.

To identify and formulate an AI theory is to find a management pattern
that explains the data and facts making AI operational. Therefore, develop-
ing a theory is to manage management (meta-management). The object-
based language is used for LGAI as a “management managing” meta-lan-
guage, with the language speaker (developer) to become actively involved
in building the theory. It is thus obvious that no AI theory is possible with-
out the involvement of legal profession.

To sum up this sketch of Al theory, let’s note what makes Al so different
from man. In the section “Developing an object-based legal language”, we
briefly mentioned a need in introspection which means LGATI’s ability to
look at itself. A self-developing nature prompts LGAI to review goals. In
this case, goals depend on normative restrictions to be introduced by the
lawyer. In this light (and in this light only) it is useful to discuss what makes
LGAI different from man since man can (and knows he can) disobey. It
would seem at first that this property should be ruled out for would-be
LGATI to reduce the risk of harm to man. However, man can make mistakes
that LGAI will strive to correct (let’s recall Isaac Asimov’s robotics laws
[Asimov I., 2008]). Legal scholars are well aware of the principle of “waiv-
er” which allows to waive someone’s liability for harm to avoid bigger harm
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(here we go back to the problem of risk discussed in the section “Elements
of specialized language for driverless cars” in relation with the assessment
of the extent of risk created by driverless vehicles). At the onset it would be
probably unwise to allow LGAI to violate legal provisions.

Further point. Man realizes that the process he is part of evolves with
time. Unlike AI, man will set goals (or formulate tasks) rather than choose
them from a finite list as was noted in the section “Developing an object-
based legal language”

The third difference is that man does not set goals in an absolute clear
and consistent way due to the ambivalence of all natural languages. But it is
precisely this characteristic that spurs up discussions and disputes as well
as social, scientific and technological development. In other words, man
will normally strive towards a fuzzy goal achievable in an unlimited num-
ber of ways. In its turn, an object-based language, more accurate and strict,
forces Al to act with high certainty.

The fourth difference is that LGAI “knows” when the pursuit of a goal
relies on preset algorithms or not whereas man is unaware of automatic
action, that is, he is mainly aware of the goal-setting and problem-solving
process. While man can be forced to realize his automatic actions (for ex-
ample when asked to describe them), it will only result in slower execution
and errors. Running down the stairs without thinking, you will slow down
and even misstep, should you be asked to describe the successive move-
ment of legs and feet or parameters of the staircase. Human consciousness
turns on when at least two processes are performed at a time while regula-
tion of automatic action is sub-conscious [Pask G., 1972: 19-20, 23].

Thus, the concerns that strong Al will surpass human intellect are not
quite reasonable: Al and man “think” differently and are only comparable
in terms of limited criteria such as problem solving speed, novelty of found
solutions, inherent risks, legality, morality etc.

Conclusions

Like any object-based language, the specialized legal language has a cer-
tain history (that extends from the aforementioned GOSTs to this paper).
To introduce new concepts, definitions of new terms should not contradict
those of the earlier terms. Logical judgments will be thus restricted by ones
previously used. As regards programming, such restriction is a prohibition
to use an identifier (software assigned name for variables) until it has been
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described. By introducing primary elements of the object-based language,
the history will determine new elements to be invented by its developers.

An object-based language to feed fundamental provisions into Al is
likely to embrace not only legal and technical elements but also those of
other professional languages. There will probably be several object-based
languages depending on AI application. Such languages could be more
conveniently described as a family or koine of object-based languages
(from Greek kouwvr) StdAektog or common dialect) which in social linguis-
tics means a communication tool for a community of people (related lan-
guage speakers) speaking in cognate tongues, “a non-native language to
anyone of the communicants but quite “normal” from the perspective of
structural complexity and therefore capable of serving an unlimited range
of communication purposes” [Bagana Zh., Khalipina E.V., 2009: 19]. Im-
portantly, there should also be a written form of such language.

The proposed way is not easy. But the conceptual, linguistic and practi-
cal problems to be faced by legal professionals along the way should not
hold back the “juridification” of strong Al development. Lawyers and engi-
neers will be able to understand each other and develop a specialized legal
language (or more exactly, dialects for different Al applications). It will un-
doubtedly help AI to “understand” humans better. Legal profession should
become a legitimate party to the process of Al design and development.
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Abstract

Based on the civil law research methodology, the paper provides an insight into the
concept of “artificial intelligence”, its legal nature and peculiarities of transactions.
The subject of research is the underlying doctrine, legal provisions on “artificial
intelligence” and their enforcement practices. The research purports to lay a
theoretical groundwork for the concept of “artificial intelligence” as a complex thing
at law whose structure may comprise a variety of intellectual assets. The applicable
civil law regime — specifics of formalization of the underlying relationships — is
determined by the legal nature of “artificial intelligence” as an ideal phenomenon.
In view of the complex nature of the object in question, the structural system and
comparative law methods were used in the paper. In fact, the use of the structural
system method allowed not only to analyze “artificial intelligence” as a complex
structure but also to identify computer software as its core structural element. The
comparative law method enabled to develop an idea of regulatory mechanism for
“artificial intelligence” as well as to demonstrate the specifics of interpretation of the
applicable provisions of intellectual property law. The paper also makes use of special
methods of inquiry such as the logical and formal methods, with the latter allowing
to define the concept of “artificial intelligence” and discuss its core legal features.
As a methodological peculiarity, the study combines the theoretical and empirical
levels of cognition. The use of the methods mentioned allowed to explore raised
legal issues of “artificial intelligence” as they relate to the foundations of civil law.
It is concluded that the main frequently used contractual arrangements to dispose
of the exclusive right to “artificial intelligence” include the exclusive right transfer
agreement and the licensing agreement. The paper provides an analysis why an
exception from the general rules applicable to exclusive right transfer agreements
and licensing agreements were made for “artificial intelligence”.
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Background

It is not accidental the problem of “artificial intelligence” has recent-
ly come under scrutiny in civil law studies. In the context of a large-scale
economic digitization, “artificial intelligence” has become tradable, only to
pose a number of practical questions to businessmen with answers expected
primarily from civilian lawyers. What kind of agreements should apply to
the creation of “artificial intelligence”? What transactions are allowed for its
use? Is “artificial intelligence” pledgeable or heritable? Could it be transferred
under the rules developed for physical objects? These questions cannot be
answered unless the doctrine unambiguously defines the legal nature of this
phenomenon, with the legislator enshrining the adopted stance in specific
provisions. Unfortunately, despite a wealth of literature on the subject, there
is yet no clear idea of “artificial intelligence” either in civil law or among re-
searchers. A retrospective review at the problem allows to identify a number
of methodological inaccuracies and failures behind wrong conclusions.

The first thing that calls attention is the methodological defect of most
publications on “digital matters”. Many authors consider the digital envi-
ronment and digital data on technical devices and their systems to be ideal
ones and essentially in opposition to the material world. This is wrong and
contrary to the principles of the philosophical methodology on the differ-
ence between the material and the ideal. It is a vulgarization and a mistake
to believe that the materiality boils down to the physical, corporeal world
represented by specific things existing in time and space. The world out-
side physical things — including digital data and digital environment as
a whole — is thus considered to be ideal. From the perspective of philo-
sophical methodology, matter is not only a physically perceivable world but
also a world of field structures, viruses and bacteria just as that of semiotic
systems (signs, words, symbols, numbers). An ideal world (subjective re-
ality, inner world) is comprised not only of human feelings and percep-
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tions but also of thoughts, images and ideas. This ideal world will never be
perceivable by a third party unless it is embodied in a material form. To
be perceived by others, these forms may be visual (such as text and pic-
tures), sonic, tactile or gustative. The forms allowing to perceive an ideal
world (ideas, representations, concepts, intellectual assets, information) as
a flow of numbers will differ for different devices and their systems (com-
puters, gadgets, servers etc.). The digital (electronic) form is material just
as any other (corporeal, sonic, gustative). Therefore, “artificial intelligence”
visualized in a digital form on a device does not assume non-materiality
(ideality). As an example of erroneous judgment, K.M. Mefodieva, in dis-
cussing the attributes of digital data, underlines their “non-material, digital
form — source code in a numeric form” [Mefodieva K.M., 2019: 10, 12].
V.A. Laptev and P.I. Usenkov make a similar mistake when they suggest
“digital things at law represented and expressed in an electronic form...
can be embodied in a physical form” [Laptev V.A., Usenkov P.L., 2020: 76].
While an electronic form is essentially physical, the authors obviously ig-
nore a principal difference between the ideal content and physical repre-
sentation of a thing ideal in its essence.

There is no fundamental study on the subject. The AI publications by
Russian researchers will often only echo the economic and technical lit-
erature in the English language. This negative trend results from the fact
that, on the one hand, a large part of the foreign literature in the field is in
English and, one the other hand, a review of foreign literature poses objec-
tive constraints: since researchers in Russia largely have the knowledge of
English, they choose publications they can translate on their own without
incurring significant costs of professional translation services. This means
that a majority of authors become captivated by the approaches that domi-
nate in countries of the Anglo-American legal doctrine. In particular, this is
manifested in the use of economic analytical tools to study the legal aspects
of digitization processes and “artificial intelligence” Without going into de-
tails of economic analysis of law, it is noteworthy that a negative impact of
its propagation affecting the legal analysis of economy was primarily visible
in the fact of using the concepts of economic and technical sciences to pro-
vide a legal description of many digital assets including AI. Such a meta-
physical approach inappropriate in any branch of knowledge has brought
about negative implications for legal studies of “artificial intelligence”. In-
stead of competent civil law analysis of “artificial intelligence”, the literature
is crippled with numerous publications demonstrating a departure from
the academic principles of civil law. For example, many authors have come
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to discuss legal personality of “artificial intelligence” [Kuteinikov D.L. et
al., 2019: 85-95]; [Dremliuga R.I., Mamychev A.Yu., Dremliuga O.A., Ma-
tyuk Yu.S., 2019: 127] while ignoring the absolute truth of civil law that
only persons have a legal personality and that only the legislator can grant
rights and not academics.

Moreover, Al's primitive imitation of human cognitive functions does
not at all mean “artificial intelligence” can approach natural human intel-
ligence in terms of functions, purpose and evaluation of its outcomes just
by virtue of legal fiction allowed by the legislator. “Artificial intelligence” is
a convention to be put, in our view, in quotation marks. Humankind is not
anywhere close to recognizing Al a person at law'. For example, accord-
ing to M. Kovalchuk, President of the National Research Center Kurchatov
Institute, AT has “nothing to do with intelligence”, “this just means a higher
amount of computations, a cloud™. The discussions to endow AI with a
legal personality and delictual dispositive capacity follow from various rea-
sons (economic, social, political, academic), the main (primary) reason be-
ing economic — financial, pecuniary interest of large businesses prompting
major high-tech companies to search for new mechanisms of boosting con-
sumption of innovative products for domination and control of production
and sales markets, and to identify new ways and methods of minimizing
liability vis-a-vis innovative product users.

Another wrong and no less extreme stance is assumed by the authors who
identify “artificial intelligence” with its physical medium and thus extend to
it the regime applicable to things at law. Their “definition of artificial intel-
ligence as an Al-enabled thing” is puzzling [Somenkov S.A., 2019: 75]. The
inevitable result of this mistake is confusion of civil law regimes applicable
to things and items of intellectual property. As an intellectual asset, Al is es-
sentially ideal and needs to be represented in an objective (physical) form to
be perceived by others. As was noted above, ideal products existing on dif-
ferent devices and their systems have a digital (electronic) form, something
that allows to represent any intangible asset not in a corporeal form (that
of a printed text, scheme or image) but in another physical (digital) form
such as signs, numbers, source codes existing in special data media as a
modern way of storing the ideal outcomes of human activities (back up sys-
tems). For “artificial intelligence”, computer is a physical medium that has

! Available at: URL: https://newizv.ru/comment/2/15-02-2017/252046-evgenij-kas-
perskij-nikakogo-iskusstvennogo-intellekta-poka-net (accessed: 18.07.2023)

2 Available at: URL: https://nauka/17398623 (accessed: 19.07.2023)
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all stored and executable programs in a binary format (digital form). Thus, a
distinction should be made between the physical (digital) form of “artificial
intelligence” and its physical medium. While existing on a physical medium,
AT can be introduced into any physical object (such as spacecraft, drones,
robotic devices), man (cardiac pacemakers), living creature (chipped ani-
mals) etc. This distinction between the digital form and physical medium is
of practical importance: property right to a thing (physical medium) should
be different from exclusive right to an intellectual asset such as “artificial in-
telligence” Therefore, in purchasing a thing (AI physical medium) such as
Al-enabled computers or gadgets under a sale agreement, the buyer does not
become the owner of the right to Al since the transfer of title to a physical
medium does not assign the exclusive right to “artificial intelligence”.

Thus, any legal analysis of “artificial intelligence” should avoid the de-
fects outlined above.

1. The Legal Nature of “Artificial Intelligence”

It should be noted above all that no analysis of “artificial intelligence” as
a transferrable property is possible unless we recognize that “a transfer of
property assumes different economic relations to transfer things and other
property between persons. Their formalization under civil law in the form of
different agreements for inheritance and other forms of assignment (transfer
of civil rights and obligations) is covered by the concept of civil law transac-
tion (italics added.— L.V.)” [Sukhanov E.A., 2019: 59-60]. Formalization of
economic relations with Al under the civil law will obviously pose a number
of critically important questions, one being the legal nature of “artificial intel-
ligence” since the answer will determine the kind of agreements applicable
to the creation and use of Al Thus, the identification of the legal nature of
“artificial intelligence” will give an idea of the regime applicable under civil
law. Moreover, it should be borne in mind that “such regime is actually estab-
lished not for items themselves but for those who deal with them in legally
binding transactions. Meanwhile, different things at law will differ in this ca-
pacity by the applicable legal regime and not by their physical and economic
properties while the details of such regime will be represented by this or an-
other variety of property (civil) rights” [Sukhanov E.A, 2017: 45].

As applied to “artificial intelligence”, this principle of civil law means
that before actual relations with “artificial intelligence” are formalized, it is
important to determine the property in question (its nature) and the rights
it gives rise to since the latter (property rights to an item) will determine the
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applicable legal regime. It means that an analysis of “artificial intelligence”
by a civil law specialist should be focused on the item’s legal parameters —
civil law regime (technical and economic ones are none of his business!).

“Artificial intelligence” as the outcome of complex programming is still
not qualified as a thing at law. Clearly, it is an intellectual product is not part
of intellectual assets to be protected (Articles 128, 1225 of the Civil Code of
the Russian Federation; hereinafter: Civil Code). The list of intellectual assets
is known to be exhaustive: they are those that the legislator has afforded legal
protection to. Obviously, Al has been put outside the regulatory scope of the
civil law, something that appears to be mind-boggling and inexplicable in the
context of digitization of all life spheres across the board. Therefore, the civil
law study of the problem of “artificial intelligence” should be focused, among
other things, at identifying its place in the system of things at law.

Let us turn to the definition of “artificial intelligence” provided in para-
graph 1(2), Article 2 of the Federal Law No. 123-FZ: “artificial intelligence
is a set of technological solutions allowing in the performance of specif-
ic tasks to imitate human cognitive functions (such as self-learning and
search for solutions beyond preset algorithms) and obtain outcomes at
least comparable with those achieved by human intellect. The set of techno-
logical solutions comprises an information and communication infrastruc-
ture (including information systems, information and telecommunication
networks, other information processing technologies), software (including
those incorporating machine learning methods), processes and services to
process data and search for solutions™.

In the introduction it was already stated a negative attitude to the imita-
tion of human cognitive functions by “artificial intelligence”. It has a sense
now to look at the first part of the AI definition, in particular, a set of tech-
nological solutions. From the perspective of civil law, this definition has
missed the point since it deals with a technical rather than legal qualifica-
tion of “artificial intelligence” while the problem of legal qualification re-
mains unsolved.

It has a sense to describe briefly the author’s approach to the identifica-
tion of legal essence of “artificial intelligence”. To decide on AIs protect-

* Federal Law No. 123-FZ “On the Experiment to Introduce Special Regulation for
Creating Necessary Conditions for the Development and Introduction of AI Technologies
in a Constituent Territory of the Russian Federation — Federal City of Moscow — and on
Amending Articles 6 and 10 of the Federal Law “On Personal Data” of 24 April 2020 // Col-
lected Laws of Russia, 2020. No. 17, Article 2701.
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ability by law (Article 1225, Civil Code) we should identify the intellectual
property regime extendable to Al, be it copyright law or patent law. As for
the former, it should be borne in mind that if “artificial intelligence” is rec-
ognized as a copyright-protected item, it becomes protected from the time
it is materialized (in digital form on a physical medium) and at the same
time recognized as a copyrighted property. An item protected by patent law
is regulated otherwise: once Al is recognized as such, its protection by law
depends on a patent to be issued. In the first case, copyright to an item is
based on the fact of its materialization in any objective form while patent
right will arise from the registration of items under patent law (Articles
1259, 1353 of the Civil Code).

Based on the definition of the Federal Law No. 123-FZ, author of article
present believes it is possible to conclude that Al is a complex thing at law that
can comprise a variety of protected intellectual assets. Items of varying legal na-
ture which make part of a complex object can be used only as a whole which is
a distinctive feature of any complex thing including “artificial intelligence”. Let
us formulate the necessary constitutional features of a complex object in line
with provisions of paragraph 1 (1), Article 1240 of the Civil Code:

combining a number of protected intellectual assets;
representing an indivisible whole from the legal perspective;
making part of an exhaustive list of complex things by law.

The last feature of a complex object as envisaged by the Civil Code cre-
ates a legal uncertainty for qualifying many items (such as websites) as
complex things at law [Vitryansky V.V,, 2018: 60-65].

In our opinion, “artificial intelligence” can comprise the following struc-
tural components:

computer software (Article 1261 of the Civil Code);

algorithms as knowhow (paragraph 1, Article 1465);

technological solutions as inventions (paragraph 1, Article 1350)

databases as complex (paragraph 1, Article 1240) or composite things
(paragraph 2, Article 1260).

We deal with a thing at law that has a complex structure, with computer
software undoubtedly at its core. Each of the listed elements is protected
either by copyright (computer software) or patent law (inventions). As re-
gards algorithms (knowhow), the legislator, as we know, has provided a
special regime that differs from those applicable to other items of exclusive
rights are part of the AT structure.

29



Articles

The complex structure of Al as an essentially ideal phenomenon deter-
mines its qualitative certainty as different from its constitutive intellectual
assets which, in our view, allows to qualify “artificial intelligence” as a com-
plex object under to Article 1240. This interpretation is obviously contrary
to the legislator’s provisions since paragraph 1 of that Article provides, as
was noted above, for an exhaustive list of complex objects, only to suggest,
in our view, that the problem of the legal nature of “artificial intelligence”
and of the civil law regime applicable to it as an intellectual asset needs to
be addressed as a matter of priority.

Al is thus a complex object different from its constitutive intellectual as-
sets in terms of function and representing a qualitatively new entity beyond
a mechanical combination of its elements.

However, even if “artificial intelligence” is recognized by law as a stand-
alone complex object under Article 1240, the question of its legal protec-
tion will be still open since the legislator has not identified complex things
among those subject to copyright and patent law. Clearly, “artificial intel-
ligence” as a complex object can be transferred via the exclusive (property)
right which, unlike the thing in question, is transferrable. It is the exclusive
right to “artificial intelligence” that determines the peculiarities of the ap-
plicable legal regime.

It is crucial for a legal definition of “artificial intelligence” to make it clear
how a comprehensive exclusive right to a complex object will arise given that
the exclusive rights to its elements are owned by different holders. Being a
costly and readily tradable intellectual product, Al is created by several par-
ties including the organizer and at least several holders of intellectual assets
(structural elements of a complex object). This gives rise to the problem of
multiple ownership of “artificial intelligence” as a complex thing at law. V. A.
Dozortsev, a well-known researcher of civil law, has proposed the following
indication of multiple ownership of a complex object: a complex object is
“the outcome of a multi-layered process where the creative work of individu-
als results in elements used at the second stage by other individuals to make
a composite thing as a whole” [Dozortsev V.A., 2005: 144].

According to V.O. Kaliatin and E.A. Pavlova, Article 1240 creates a set
of rights, as it were, to a “framework” object with the organizer as the main
party. The authors note that the organizer does not creatively contribute to
a new thing while limiting himself to making the necessary arrangements
to create it [Kaliatin V.O., Pavlova E.A., 2014: 156]. This stance is contrary
to a widespread approach of many IT experts whereby the Al organizer is

30



L.Yu. Vasilevskaya. “Artificial Intelligence”: Problems of Civil Law Qualification. P. 23-39

directly involved in its development acting not only as a team leader and
coordinator but also as a party to the creative process by making an intel-
lectual contribution to the common business of creating new algorithms
and new software and integrating the already existing intellectual assets as
elements of the AT's complex structure.

One would be hard pressed to accept a view whereby the organizer’s
activity is essentially organizational and technical, otherwise the question
would be why he should have the exclusive rights not only to specific intel-
lectual assets (parts of Al such as computer software, inventions, knowhow
etc.) but also the exclusive right to “artificial intelligence” as a whole.

2. Problems of Disposing of the Exclusive Right to Al

Once “artificial intelligence” is qualified by law as a complex intellectual
object, this will give rise to a number of questions on disposing of exclusive
rights.

Under paragraph 1, Article 1240 of the Civil Code, the right to a com-
plex object (“artificial intelligence”) is the right to use protected intellectual
assets that are part of “artificial intelligence”. According to E.A. Pavlova, “a
person (individual or legal entity) who has organized for a complex object
to be created has a kind of special right which, albeit not always exclusive,
allows to perform the necessary actions to use the complex object” [Pav-
lova E.A., 2016: 152-157]. While there is no explanation why the organizer’s
“kind of special right” is not always exclusive, the author’s approach becomes
clear if one follows E.A. Pavlova’s logic and adopts the above stance that the
organizer does not creatively contribute to the new thing but limits himself
to making the necessary arrangements. Once the person who has arranged
for a complex thing to be created limits himself to making the necessary ar-
rangements without creative contribution to a new thing, an exclusive right
to the thing is unlikely to emerge. But a number of questions still need to be
explained in this case. Who will have an indivisible exclusive right? How an
indivisible right to a complex object is possible if it was created through cre-
ative teamwork? Here are some explanations before giving answers.

As was stated previously, we believe that the organizer’s creative input
into “artificial intelligence” is hard to be disputed or denied. Thus, no ex-
clusive right to Al can arise without the organizer’s involvement. Moreover,
the question is why a person making arrangements to create Al should own
the rights both to individual intellectual assets (Al components such as
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computer software, knowhow etc.) and the right to “artificial intelligence”
as a whole. How does it come around?

It is not accidental that the legislator has introduced special rules for the
disposal of exclusive rights to protected intellectual assets within a complex
object. To reduce the risks associated with the transferability of exclusive
rights, opportunities for abuse by the organizer and also a need to avoid the
problem of splitting the comprehensive right to a complex object, the leg-
islator has provided in Article 1240 for an exception from the general rules
applicable to the exclusive right transfer and licensing agreements. The leg-
islator has treated this problem in a special way: as we said before, since no
complex intellectual object is listed among those subject to copyright and
patent law, the issue of protecting complex objects and underlying rights is
not fully settled. Obviously, the legislator had to amend the general rules of
disposal of exclusive rights in this context (Article 1233).

To enable the use of intellectual assets within a complex object, the main
rule provided in paragraph 3, Article 1233 was amended as follows: an agree-
ment for disposal of exclusive right is deemed licensing agreement by default.
Secondly, paragraph 1 (2) of Article 1240 provides that an agreement to pur-
chase the right to use an intellectual asset (to be) created specifically as part
of a complex object is deemed an exclusive right transfer agreement. Under
this agreement, the right to use an intellectual asset (to be) created as part of a
complex object will go to the person who has arranged for the creation of the
complex object: the exclusive right to the corresponding intellectual asset is
thus fully transferred to the organizer who acquires the right to use the asset
in any way not contrary to the law and the right to dispose of the acquired
exclusive right. It is admissible to believe that contractual regulation of the
relations between the organizer and holders of intellectual assets within a
complex object which is envisaged by law removes to a large extent not only
the problem of abuse of the right but also the problem of splitting the com-
prehensive exclusive right to a complex object.

It is noteworthy that the provision of paragraph 1 (2) of Article 1240 is
dispositive: if so agreed, a licensing agreement may be entered between the
organizer and holders of intellectual assets (to be) created as part of a com-
plex object (parties to the agreement). It means that where the concluded
agreement is not explicit as to its licensing nature (or else where the licens-
ing nature does not explicitly follow from the contractually established lim-
its for the use of respective assets), the agreement shall be deemed the one
for transfer of the exclusive right. This is the first point.

32



L.Yu. Vasilevskaya. “Artificial Intelligence”: Problems of Civil Law Qualification. P. 23-39

The second point is that licensing agreements which provide for the use
of intellectual assets integrated into a complex object cannot be restricted
by any term (within the effective term of exclusive rights), unless otherwise
provided for by the agreement (paragraph 1 (3), Article 1240), and cannot
contain any provisions restricting the license holder’s right to use the object
of the agreement; such provisions are deemed void (paragraph 2 of that
Article). In fact, the said rule serves to provide the organizer with all pos-
sible powers to use a complex object. Thus, the proprietor contracted by the
organizer under such licensing agreement cannot refuse to assign the right
to certain ways of using the intellectual asset as part of the complex object
as a whole. While the parties may envisage other terms, it is the already
mentioned rule established by paragraph 1 (3), Article 1240, that will apply
by default and not the provisions of paragraphs 3 and 4 (2), Article 1235.

It is worth noting that neither paragraph 1 (3) nor paragraph 2, Article
1240, contain any provision for mandatory issuance of exclusive licenses
under licensing agreements. Likewise, the legislator does not prohibit any
sub-licenses to be issued under the said agreements. These questions are
obviously something to be agreed between the parties.

It is important to distinguish between exclusive rights to intellectual assets
integrated into a complex object and comprehensive exclusive right to a com-
plex object as a whole, that is, one should not identify the exclusive right (the
right to use an intellectual asset integrated into a complex object) acquired
by the organizer of the team effort with the comprehensive right he has in
respect of the complex object as a whole (the right to a complex object).

So, one should identify the right to “artificial intelligence” as a whole
since, according to V. A. Dozortsev, “a complex creative product cannot
be used as a whole if we protect only those elements which make up the
complex product” In the opinion of this renowned researcher, the point
is about the fiction of authorship which serves to provide a person who
has arranged to create a complex object with the right to use it as a whole.
The civilian lawyer believes that “conventional constructs not reflecting the
reality” but serving to achieve the final outcome (creating a complex prod-
uct) are possible in this case [Dozortsev V.A., 2005: 153, 154].

As applied to the creation of “artificial intelligence”, Dozortsev’s state-
ment means, as may understand, the following. The organizer needs to ob-
tain from each holder the right to use the intellectual asset integrated into a
complex whole on the legal basis discussed above (agreement for full trans-
fer of the exclusive right, licensing agreement). Thus, the person who has
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arranged to create “artificial intelligence” should enter into corresponding
agreements with authors of computer software, proprietors of knowhow
(creators of algorithms), authors of inventions and other intellectual as-
set holders. In Professor Dozortsev’s logic, the organizer should purchase
the right to use the complex product as a whole (comprehensive right to a
complex object).

As lawyers know, the Civil Code provides no regulation of the relation-
ships of purchase in respect of the comprehensive right to a complex object.
In our view, such purchase may involve an agreement between the orga-
nizer and each asset holder — either in the form of a specific agreement
or a specific contractual term envisaged in the agreement for full transfer
of exclusive right or in the licensing agreement entered with each holder
for the use of specific intellectual asset within the complex whole. On the
above legal grounds, the Al organizer will purchase not only the rights to
specific protected intellectual assets within Al but also the right to “artifi-
cial intelligence” as a whole.

With regard to the rights available to the organizer of complex object,
there is an approach described in literature that one would be hard pressed
to accept. In particular, O. Yu. Shilokhvost has proposed the following:
“Apart from the said rights — the exclusive right and the right of use (italics
added. — L.V.) — the right to a complex object will comprise other pow-
ers not related to the use of the relevant assets as exclusive things at law”
[Shilokhvost O.Yu., 2011: 167-168]. Obviously, the author opposes the ex-
clusive right to that of use. It would be useful to remind that pursuant to
paragraph 1 (1), Article 1229 of the Civil Code the holder of an exclusive
right (individual or legal entity) to an intellectual asset has a discretion to
use it in any way not contrary to the law.

In fact, an exclusive right is both the right to use an intellectual asset and
the right to dispose of it — that is, two powers are traditionally identified.
According to M.A. Rozhkova, three powers that constitute an exclusive
right should be identified: 1) the right of possession of an exclusive right;
2) the right of use of an exclusive property, and 3) the right of disposal of
an exclusive right [Rozhkova M.A., 2014: 28]. According to V.A. Dozortsey,
the right of use essentially means “the holder’s opportunity of sole action to
operate a thing for a material benefit” [Dozortsev V.A., 2005: 48].

Therefore, an exclusive right to “artificial intelligence” essentially means
the holder’s opportunity to change the legal history of the right itself either
by way of transfer to a third party or by limitation — giving the right of use
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to another person, putting the exclusive right to pledge, trust, collective man-
agement. It is noteworthy how the legislator treats the disposal of an exclusive
right in paragraph 1, Article 1233 of the Civil Code that provides that the
holder may dispose of an exclusive right to intellectual assets by any way not
contrary to the law and the essence of such exclusive right including by way
of contractual transfer to another person (under an exclusive right transfer
agreement) or by giving another person the right to use the intellectual asset
within contractually established limits (under licensing agreement).

Thus, an analysis of powers to use intellectual property should distin-
guish: power to use a thing — physical medium of the intellectual asset to
be exercised by the holder not only through a legal procedure (donation,
purchase agreements etc.) but also practical action with such physical me-
dia; power to use the right (exclusive right) to an intellectual asset exer-
cisable through a mechanism for the disposal of exclusive right by giving
someone the right to use the intellectual asset.

Purchasing of a physical medium by way of entering into an agree-
ment for donation or purchase (exercising the power to use a thing) should
equally assume, according to A. Makovsky, the use of intangible assets. This
well-known civilian lawyer wrote: “The use can apply not only to things but
also to intangibles such as reading a book, enjoying music, contemplating a
picture, searching for information in a database (italics added. — L.V.), etc.
The use means consumption, familiarization, perception of the essence and
properties of an intangible product, something which is sought by the user
in the first place” [Makovsky A.L., 2010: 617].

While in the first case the power to use the physical medium of intel-
lectual asset is exercised through a legal regime established by the legislator
for things, it is done otherwise in the second case — by disposing of an
exclusive right (not of a thing) through licensing agreements. While in the
first case we deal with a physical medium of intellectual asset — a thing at
law, the second case presents a different situation: the thing at law is the
exclusive right to an intellectual asset. Obviously, the powers of use and
disposal as the constitutive elements of the exclusive right show complex
relationships of interdependence.

Thus, the main contractual constructs to dispose of the exclusive right
to Al are:

right transfer agreement;
licensing agreement;
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sublicensing agreement;

exclusive right pledge agreement;

exclusive right pledge management agreement;
exclusive right trust management agreement;
exclusive right collective management agreement;
etc.

The aforementioned agreements are not exhaustive of the ways to dis-
pose of the exclusive right to “artificial intelligence”.

The exclusive right to Al can be acquired by other persons also by gen-
eral succession (inheritance, reorganization).

Both individuals and legal entities can act as the organizer. Under para-
graph 4, Article 1240 of the Civil Code, the person who has arranged for
the creation of a complex object has a non-property right to specity his
name (designation) and also to require the same from users. This right
is non-transferrable and inalienable but can hardly be qualified as a per-
sonal non-property right since it accrues only to individuals. Meanwhile,
legal entities can also be organizers of complex objects. If the organizer is
an individual, he will creatively contribute to the creation of Al as a team
member in spite of the performance of his organizational and technical
functions. Therefore, it is wrong from a legal standpoint to assert a personal
non-property right afforded to the organizer.

According to A.L. Makovsky, Article 1240 contains a set of provisions
on a “quasi right” to authorship of legal entities as creators of complex
products [Makovsky A.L., 2008: 280]. From V.S. Tolstoy’s standpoint, it
would be wrong to assert that the authorship of legal entities has an impact
on the discussed structure of complex products. The author believes that
the emergence of a new intellectual asset at law has forced the legislator to
address the issue of normative regulation of a special “exclusive” right of
those arranging to create a complex object [Tolstoy V.S., 2009: 116]. M.A.
Rozhkova has a different view: she believes “the solution to the qualifica-
tion problem of the “quasi right” to authorship of legal entities is simple:
...authorship is an inalienable right rather than a personal non-property
right, and, therefore, it would be wrong to regard the right to authorship of
either individuals or legal entities in relation to a specific variety of intel-
lectual rights” [Rozhkova M.A., 2018: 98].

The problem of qualification of the non-property right of the AI orga-
nizer is obviously still a matter of discussion. It is not resolved in the doc-
trine and requires further theoretical elaboration.
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Conclusion

At the current stage, the doctrine and Russian intellectual property law
need to be undoubtedly improved with regard to such innovative product
as “artificial intelligence”. This need is prompted not only and not so much
by the faster pace of digitization of all life spheres across the board and the
transformation of the IT environment, as by conceptual defects of many
provisions found in Part IV of the Civil Code. A considerable number of
questions relating to Al's essence, legal nature and regime normally deal
with legal gaps. The paper presents the author’ civilian view on the prob-
lem of “artificial intelligence” and possible solutions to overcome draw-
backs in civil law regulation of relationships in the field.

“Artificial intelligence” is an innovative intellectual product to be re-
garded as a thing at law. The views proposed by different authors on legal
personality of “artificial intelligence” should be discarded as wrong: only
individuals can assume legal capacity and delict dispositive capacity by law.
In case of Al, we deal with a convention that the author believes appropri-
ate to put in quotation marks.

Al is a complex object under intellectual property law, a complex entity
that can incorporate a variety of protected intellectual assets such as com-
puter software, inventions, knowhow etc. A combination of various struc-
tural elements in a new product determines its unique qualitative certainty
beyond a mechanical sum of the protected intellectual assets.

Qualifying Al as a complex object under intellectual property law al-
lows to conclude that provisions of Article 1240 of the Civil Code on an
exhaustive list of complex things need to be refined since the said provi-
sions fail to ensure proper rulemaking and regulation of the relevant re-
lationships in the context of digital change and emergence of innovative
intellectual products.

As an essentially non-material (ideal) phenomenon, Al exists in soci-
ety only in objective digital form on various physical media (computers
and other devices). The existence of “artificial intelligence” on a physical
medium allows to build AT into any physical piece of technology (robotic
device, spacecraft, drone etc.), man (cardiac pacemaker), living creatures
(chipped animals) etc.

A distinction between AT’s digital form and physical medium is impor-
tant in practical terms: there should be a difference between the property
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right to a thing (physical medium) and the exclusive right to Al as an in-
tellectual asset. Al as an intellectual asset can be transferred only via the
exclusive right that, unlike Al itself, is transferrable.

A distinction should be made between the legal regime applicable to
AT’s physical media and the one applicable to the exclusive rights to Al
With regard to contractual regulation of relationships, we deal with a thing
at law in the first case and with exclusive rights in the second case. Agree-
ments will differ accordingly: transfers of physical media will involve pur-
chase and donation agreements in the first place while the disposal of the
exclusive right — an exclusive rights transfer agreement, licensing agree-
ment, pledge agreement, trust management agreement, etc.

A distinction should be made between the exclusive right to an intel-
lectual asset within a complex object and the comprehensive exclusive law to
a complex whole (“artificial intelligence”). It is not accidental that the legisla-
tor has provided for special rules for the disposal of exclusive rights to pro-
tected intellectual assets within a complex object. To reduce the risks associ-
ated with the transferability of exclusive rights, opportunities for abuse by
the organizer and a need to avoid the problem of splitting the comprehensive
right to a complex object, the legislator has provided in Article 1240 for an
exception from the general rules applicable to the exclusive right transfer and
licensing agreements to be taken into account when creating Al
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Abstract

Based on the civil law methodology, the paper analyzes the concept, legal nature and
legal regime of the technology of artificial intelligence. The subjects discussed include:
the civil law doctrine; provisions of the national and international law; enforcement
practices. The study purports to theoretically justify the legal nature and legal regime of
“artificial intelligence”. In view of the above subject and purpose, the paper has relied
on the comparative legal and structural system methods as well as simulation method.
In particular, the comparative legal method has allowed to explore specific elements
of “artificial intelligence” in the context of the national and international regulation
of relevant relationships. The use of this method has also allowed to justify the legal
regime applicable to technologies of “artificial intelligence” as intellectual assets. The
use of the structural system method has allowed to substantiate the legal nature of Al
and to identify its structural elements and the scope of application (information and
health care services; development and use of robotic devices in the oil and gas sector;
apartment buildings design etc.). The simulation method has provided an insight into
the correlation between the concepts of “artificial intelligence” and “Al implementation
form”, and helped to propose a solution to the issue of legitimacy of sharing the
exclusive right to Al. As a methodological peculiarity, the study combines the theoretical
and empirical levels of cognition. The said combination of methods has allowed to
look at the problems of qualification and legal regime in the context of controversial
doctrinal and practical approaches. The study has found that the “artificial intelligence”
technology, being a complex technical product, is essentially an intellectual asset
(property). It was established that the doctrinal approaches qualifying Al technologies
as a (“digital”) person at law or a physical thing were unfounded. The paper argues in
favor of recognizing the exclusive right to the Al technology as an intellectual asset.

© Poduzova E.B., 2023
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Background

The “artificial intelligence” technologies are known to be widely used in a
variety of fields [Vavilin E.V,, 2021: 13-35]. Under the National Strategy for the
Development of Artificial Intelligence' (sub-paragraphs a, b, ¢, 1, paragraph 5),
the Al technology as a specific digital product is designed to generate tech-
nological solutions including new intellectual assets. It is noteworthy that the
Strategy makes no mention of other areas of Al application. For example, noth-
ing is said about Al being used in technologically complex processes such as
surgery (surgical medical interventions) in health care®. Using the area of ap-
plication as a criterion, one could distinguish a number of AI technologies used
for provision of various services (in particular, telemedicine technologies in
health care); industrial production; national defense and security; apartment
building utility system management; job matching services etc.

Of special interest is the specific use of Al technologies for the provi-
sion of health services. This area involves not only telemedicine solutions
but also other Al technologies (such as those embodied in robotic devices
or RD). Telemedicine consultations are currently in high demand at the
federal health care centers. For example, a free telemedicine service is avail-
able at the Kulakov Research Center of Obstetrics, Gynecology and Peri-
natology as part of the Health Cloud project’. That consultations are also

! Presidential Decree No. 490 of 10 October 2019 “On the Development of Artificial
Intelligence in the Russian Federation” (attached to the National Strategy for the Develop-
ment of Artificial Intelligence for the period until 2030). Available at: URL: http://www.
pravo.gov.ru 11.10.2019 (accessed: 10.11.2022)

* For surgery (surgical interventions), robotic AI devices are used. For example, da
Vinci robotic surgeon (da Vinci Surgical System) comprises two units: a surgeon’s console
and a controller with four robotic arms. Available at: URL: ttps://ru.wikipedia.org/wiki/
Da_Vinci_(surgical robotic system) (accessed: 25.07.2023)

* See: Free telemedicine consultations. Available at: URL: https://ncagp.ru/index.
php?_t8=200&pr_p_razdel=0&pr_p_object=383& (accessed: 25.07.2023)
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provided by the staft of the Morozov Children’s Municipal Hospital under
Moscow’s Health Department®. In fact, Al provides an example of com-
bining different physical forms (Al external manifestations) with “artificial
intelligence” as a technology. In using Al technologies in digital medicine,
both patients and their proxies will pass health information to databases
(data systems). Health care institutions will use AI technologies embodied
in robotic devices for provision of relevant services.

While being important for the development of this country’s techno-
logical potential, Al technologies are not on the list of protected intellectual
assets. The Civil Code of Russia (hereinafter CCR) does not specifically
regulate the development of “artificial intelligence” or the disposal of the
relevant exclusive rights.

The civil doctrine and enforcement practice have developed superficial
approaches to legal qualification and definition of the regime applicable to
AT technologies. Thus, Al technologies have been wrongly identified with
“artificial intelligence”, with the latter assumed to be a “person at law”, “digi-
tal personality’, “digital person” or a thing “educable like a child”

Based on the above, it has a sense there is a special urgency to discuss
the problems of legal qualification and legal regime of Al technologies.

1. “Artificial Intelligence” Technologies:
Legal Qualification Discussion

Before identifying a legal regime applicable to Al technologies, it is
necessary to determine their legal nature in the first place. As was already
mentioned above, the civil doctrine has proposed a variety of approaches to
qualify AT technologies. It is useful to discuss them in detail.

One of the doctrinal approaches recognizes Al as a person at law, with
its advocates identifying “artificial intelligence” with AT technologies.

Thus, R. Dremliuga, O. Dremliuga, A. Mamychev and Yu. Matyuk en-
dow AI with a legal personality but fail to identify any universally appli-
cable objective criteria to recognize Al as a person at law [Dremliuga R.I.,
Mamychev A.Yu., Dremliuga O.A., Matyuk Yu.S., 2019: 127]. They just ar-
gue that Al and related technologies mimic human cognitive functions.

* Available at: URL: // https://xn--90adclrioar.xn--plai/telemedicine/ (accessed: 25.07.2023)

42



E.B. Poduzova. Technologies of “Artificial Intelligence”... P. 40-58

We believe this position to be contrary to the provisions of the CCR on
persons. A natural person as a person at law is characterized by legal capac-
ity and competence (Article 21 of CCR); a legal person has legal capacity
(Article 49). A necessary qualifying attribute of a person at law is will (the
presence of will and the ability to manifest it). Specific operating capabili-
ties of Al are determined by its developers. These digital products do not
possess a will of their own or an ability to manifest it. No amendment to the
civil law can make up for the lack of will in AI technologies.

As an argument in favor of endowing “artificial intelligence” with a legal
personality, S. Afanasiev notes its “cognitive features and skills” of a person
at law (natural person) which AI will possess in the future [Afanasiev S.E,
2022: 13-31]. In contrast to the above statement, the author concludes that
a combination of these features and skills “does not make AI personable”
In our view, this stance is wrong. No mimicking of human properties and
skills will make Al a person at law endowed with a will and volition.

In analyzing the definition of “will’, it is possible to conclude that the
presence of will is mainly manifested by the freedom of behavior®. The op-
erational algorithm of Al technologies is determined by developer. These
digital products are designed by their creators (natural persons or a team)
as part of their job or under a statutory contract (commissioning contract
or R&D contract for the performance of research and development). Al
technologies embody the will of their authors or those who commissioned
them. In our view, Al technologies are not free in their behavior, its vari-
ability being pre-determined at the time of development. The variability of
AT behavior depends on the creator’s or customer’s will (persons at law).

A view advanced by some researchers [Kuteinikov D.L. et al., 2019: 85—
95] whereby autonomous devices have “full freedom of will” and “become
persons” with “a special legal status similar to that of a natural person” is
also contrary to the generally acknowledged understanding of will and vo-
lition.

Persons at law exercise their civil rights “by their will and in their inter-
est” (paragraph 2, Article 1 of CCR). Al technologies do not have either
will or interest of their own and are thus unable to participate in legal rela-
tionships as persons at law. The term “similar to the natural person’s legal
status” proposed by these authors. It fails to clarify what combination of

> Available at: URL: http://slovardalja.net/word.php?wordid=3639 (accessed: 25.07.2023);
URL: http://slovarozhegova.ru/word.php?wordid=3741 (accessed: 25.07.2023)
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rights, duties and penalties applicable in the event of default is meant. The
authors” opinion is contrary both to provisions of civil law and approaches
developed by its enforcement practices.

A number of scholars recognize AT’s legal personality on the grounds
that it is embodied in a “digital (electronic) person” In support for AT’s rec-
ognition as a “digital person” with the relevant status, M. Aksenova refers to
“the use of a legal fiction similar to that of a legal person” [Aksenova M.A.,
2020: 18-24]. One would be hard pressed to accept such argument. A legal
fiction is only possible once there is a person possessing other properties
and qualities than those shared by natural and legal persons. Meanwhile,
we know nothing of such persons at the moment.

The author believes doctrinal concept of a “digital (electronic) person”
or “digital (electronic) personality” does not have any constitutive features,
being a product of a mechanical combination of the concepts “electronic”
and “person” (or “personality”). The unjustified accentuation of these cat-
egories does not hold as an argument in favor of “digital” persons being
parties to “digital relationships” The category of “digital person” as an “em-
bodiment” of “artificial intelligence” fails to provide any conclusive proof
that this digital entity has a legal personality.

No activity by natural or legal persons in a digital environment will give
rise to new “digital” persons at law. The parties to digital interactions are
natural and legal persons who use their “digital projections”. As a reflec-
tion of natural or legal persons at law in a digital environment, the digital
projection cannot make up an independent “digital” person at law. Any rec-
ognition of new “digital” persons at law (“electronic person” or “digital per-
sonality”) endowed with a special “digital” status is, in our view, baseless.

A doctrinal link between AI technologies and “digital persons” is wrong
for a number of reasons. Firstly, an absolute identification of a specific per-
son at law with his or her “digital projection” involves certain practical dif-
ficulties [Puchkov V.O., 2020: 143-158]. Secondly, a failure to recognize
someone’s digital projection by law does not allow to establish a legal link
between a person and his or her digital projection. In this connection, it is
equally impossible to assert a legal link between a person’s “digital projec-
tion” and Al technology.

E. Lungu and A. Kartskhia propose to enshrine “personal digital status”
in the Civil Code as well as recognize “digital personality” as a special per-
son at law [Lungu E. V., 2020: 61-63]; [Kartskhia A.A., 2017: 17-26]. We be-
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lieve that this step, if implemented, will undermine the actual link between
a person at law and his or her “digital projection” and will give rise to arti-
ficial “persons” at law devoid of delict dispositive capacity. It is noteworthy
that E. Lungu and A. Kartskhia do not take into account a controversial
approach developed by enforcement practices in this regard.

Thus, only an identifiable person at law will act in a digital environment?®.
Meanwhile, the interested party has to prove that the person and his or her
digital image coincide’. In our view, this approach is fraught with a number
of practical problems. It is applicable where wrongdoers come into unau-
thorized possession of someone’s account or identity. Where a wrongdoer
violates the third party rights through dishonest use of his “digital projec-
tion’, the affected party will have no remedy. Operators and proprietors of
information systems do not normally disclose information to identify and
authenticate users and are not liable for an incorrect procedure of personal
identification or actions committed under an anonymous, somebody else’s
or false “digital projection”

Here is another example of wrong qualification of Al as a person at law.
A. Serova endows an information system with the attributes of a person
at law [Serova A.V,, 2019: 65-71], with a data system, robotic device and a
chatbot (application for computers, smartphones etc.) put on par.

A. Serova’s argument is not acceptable. An information system is a form
of container for big data. The database and “artificial intelligence” are ele-
ments of big data. A data system cannot be confined to “artificial intelli-
gence”. Equating AI and data system is wrong from the legal standpoint. In
our opinion, a distinction should be made between data systems (transfer-
rable assets), their developers, proprietors and operators. The operator and
proprietor (holder of the exclusive right) are liable for correct operation of
the data system and observance of the rights of users and third parties.

While the operator (and/or proprietor) is a party to civil law relation-
ships, the data system cannot be recognized as a person at law. The law on
information and information technologies formally allows a natural person

¢ See, for example, Arbitration Court of Moscow District Resolution of 03.07.2018 on
case No. A40-73666/2017 // SPS Consultant Plus; Arbitration Court of Sakha Republic
(Yakutia). Decision of 27.12. 2018 on case No. A58-5241/2014 // Ibid.

7 See, for example, 5th Arbitration Court of Appeal Resolution of 19.02. 2020 on case
No. A51-330/2019 // SPS Consultant Plus: Judicial practice; 18th Arbitration Court of Ap-
peal Resolution of 27.01. 2020 on case No. A76-40662/2018 // Ibid.
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to act as data system operator®. Meanwhile, under the special law a data
system operator — for example, an investment platform — can only be a
legal entity (business company)®.

Private and public information systems'® are transferrable. Endowing
these transferrable assets with the properties, “status” and “powers” of a
person at law does not have any legal basis of its own and is a way for unfair
proprietors to evade legal liability. In our view, there is no argument to sup-
port the qualification of Al technologies (data systems) as a special person
at law.

According to D. Ponomareva and A. Barabashev, “artificial intelligence”
may be of two types: “autonomous and subordinated AI”, the former en-
dowed with the attributes of a person at law since, as these authors believe,
they can produce intellectual assets [Ponomareva D.V., Barabashev A.G.,
2020: 36-43].

According to Article 1228 of the Civil Code, an intellectual asset is cre-
ated by “an individual whose work has produced it”. As was noted above,
AT “creative” activities are enabled by the developer(s) of these technolo-
gies, first of all through the algorithms to “perform” specific actions. Any
Al technology devoid of these algorithms will have no “ability” to create.
Intellectual assets resulting from the “activities” of Al technologies will be
authored by the creator(s) of these digital entities or anyone holding the
relevant rights. If created by a legal person, they will be authored by the
employee(s) of such legal person as part of their job.

Probably the issue of recognizing “artificial intelligence” as a legal per-
son is best resolved by L. Yu. Vasilevskaya who wrote that insisting on a
legal personality of “artificial intelligence” and endowing it (similar to nat-
ural and legal persons) with social and legal attributes of legal capacity,
personality and delict dispositive capacity is a departure from the classical

8 See paragraph 12, Article 2 of Federal Law No. 149-FZ “On Information, Information
Technologies and Data Protection” of 27.07. 2006. Collected Laws of Russia (hereinafter
CLR), 31.07.2006, No. 31 (part 1), art. 3448.

° See subparagraph 7, paragraph 1, Article 2 of Federal Law No. 259-FZ “On Raising
Investments Through the Use of Investment Platforms and on Amending Specific Regula-
tion of the Russian Federation” of 02.08. 2019. Available at: URL: http://pravo.gov.ru (ac-
cessed: 24.12.2022)

' On the status of a data system operator see, for example, Article 8, Federal Law
No. 572 FZ “On the Identification or Authentication of Individuals Through the Use of
Biometric Personal Data, Amending and Voiding Specific Regulations of the Russian Fed-
eration”. Available at: URL: http://pravo.gov.ru (accessed: 29.12.2022)
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principles of civil law since it is the legislator and not academics who en-
dows persons with these legal attributes [Vasilevskaya L. Yu., 2021: 3-16].
For the same reason, no Al technology can be treated as a person at law.

Under another doctrinal approach Al is associated with a physical
object (an item of property). Thus, S. Somenkov believes “artificial intel-
ligence” to be an “Al-enabled thing”. According to this author, “artificial
intelligence is similar to a child — a product of upbringing and education”
[Somenkov S.A., 2019: 75].

Somenkov’s position appears to be wrong since defining the legal nature
of “artificial intelligence” via its functional capabilities falls short of iden-
tifying the legal essence of Al technologies. A majority of modern devices
are Al-enabled. Reducing their legal regime to that of things is to undo the
legal role of inventors and programmers behind Al technologies. It is note-
worthy that under paragraph 1, Article 1227 of CCR “intellectual property
rights are independent from property and other material rights to physical
media (things)”. In this connection, it is wrong from the legal standpoint to
identify AI (or AI technologies) with physical media.

According to E. Sukhanov, a renowned scholar, “different things at law
will differ in this respect by legal regimes rather than physical or economic
properties” [Sukhanov E.A., 2017: 45]. Recognizing Al technologies as “Al-
enabled things” is tantamount to erasing the boundaries between the legal
regime of things and that of intellectual property. This will leave the rights
of the developer, organizer or any person possessing the exclusive right to
AT technology without legal recognition and protection.

An analysis of the classical definition of “education” suggests that its
main feature is “consistent influence on mental and physical development
of children™"'. In using AI technologies, persons at law provide specific in-
formation processed by the software that makes part of these digital sys-
tems. Meanwhile, the provision of information is not an equivalent of “con-
sistent influence on mental and physical development” of Al technologies.

Paragraph 1 (2) and (3), Article 2 of Federal Law No. 123-FZ" of
24.04.2020 provides definitions of “artificial intelligence” and “Al technol-

" Available at: URL: // https://slovardalja.net/?ysclid=lda3sf1rep508916409 (accessed:
25.07.2023)

12 Federal Law No. 123-FZ “On the Experiment to Introduce Special Regulation for
Creating Necessary Conditions for the Development and Introduction of AI Technologies
in a Constituent Territory of the Russian Federation — Federal City of Moscow — and
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ogy”. An analysis of these provisions reveals certain key attributes in the
definition of each of these concepts. Both “artificial intelligence” and Al
technologies are qualified as a structural systemic combination of complex
technical objects (intellectual assets embodied in physical media (comput-
ers, smartphones, other devices etc.)). It is noteworthy that paragraph 3.5
of the Explanatory Memorandum to the EU draft artificial intelligence act
explicitly emphasizes complexity as a feature of “artificial intelligence”"’.

“Activities” by Al technologies can result in new things at law including
intellectual assets. For instance, Al technologies can perform medical treat-
ment (such as surgical intervention) or develop a new product or invention
prototype commissioned by a customer. The roadmap for the development
of cross-cutting digital technologies “Neurotechnology and artificial in-
telligence” specifically notes a possibility of using artificial intelligence to
design complex objects'’. We believe that AI technologies are inherently
capable of designing complex objects because they have the complexity re-
quired to solve complex technical issues. Meanwhile, no Al technology can
be deemed the author of the intellectual assets it “creates”

The author is invariably a person at law possessing the exclusive right
to the given Al technology or the right to use the intellectual asset under a
licensing agreement. Such licensing agreement should presumably specify
that the exclusive right to an intellectual asset created by the AI technology
is attached to the license holder. Since only a natural person can own intel-
lectual property (Article 1228, CCR), an intellectual asset will be authored
by the proprietor (license holder) or by an employee thereof, where the
former is a legal entity.

on Amending Articles 6 and 10 of the Federal Law “On Personal Data”. Available at: URL:
http://www.pravo.gov.ru (accessed: 01.09.2023)

3 EU draft act on “artificial intelligence” (Proposal for a Regulation of the European
Parliament and of the Council Laying Down Harmonized Rules on Artificial Intelligence
(Artificial Intelligence Act) and Amending Certain Union Legislative Acts). 21.04.2021
COM (2021) 206 final 2021/0106 (COD). Available at: URL: // https://artificialintelligence-
act.eu/the-act/ (accessed: 01.09.2023). On 11.05. 2023 two committees of the European
Parliament (on civil liberties and on single market) supported current wording of the draft.
Available at: URL: https://www.forbes.ru/mneniya/489701-vzalis-za-um-kakie-pravila-
primenenia-iskusstvennogo-intellekta-vvodit-es?ysclid=1jid6lsiy0427221219 (accessed:
25.07.2023)

!4 See Table 8, paragraph 3.11.1, roadmap for the development of cross-cutting digital
technologies “Neurotechnology and artificial intelligence”. Available at: URL: https://digi-
tal.gov.ru/ (accessed: 14.10.2019)
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2. The Legal Regime of Al Technologies:
Theory and Practice

Al technologies are intellectual assets which, as we know, are not subject
to legal remedy (paragraph 1, Article 1225 of CCR). It is noteworthy that,
compared to “artificial intelligence”, Al technologies can comprise several
types of artificial intelligence for different applications. They can also com-
prise previously created intellectual assets. Al technologies include an in-
vention that enables them to mimic human cognitive functions. According
to S. Sinitsyn, “items of patent law could potentially cover all technologies
across the board”. The author proves that “while computer software can be
copyright protected, devices that use computer software or related inven-
tions can be patent protected” [Sinitsyn S.A., 2022: 263, 311, 312].

Under paragraph 1, Article 27 of the TRIPS Agreement, “patents shall
be available for any invention” in “all fields of technology”’>. Meanwhile,
paragraph 1, Article 52 of the European Patent Convention exhibits a ques-
tionable approach. While Article 52 reads that European patents shall be
granted for any invention in all fields of technology'é, paragraph 1 (2) of
this Article does not regard “programs for computers” as inventions. Com-
puter software is not recognized as an invention subject to patent law by
virtue of EU Directive 2009/24/EU as well (paragraph 1, Article 1)".

While sharing the position of researchers on the need in comprehensive
protection of computer software, we believe it cannot be subject to patent
law as an independent item. As part of Al technologies, computer software
is technologically linked to other intellectual assets.

5 Agreement on Trade Related Aspects of Intellectual Property Rights (TRIPS)
15.04.1994. In Russia document entered into force on 22.08.2012 (SZ RF 10.09.2012,
Ne 37); International Investment Instruments: A compendium. Vol. I. New York-Geneva,
1996. P. 337-371.

' European Patent Convention of 5.10.1973. Available at: URL: //https://www.patika.
ru/Skachat_PDF/Evropeyskaya_patentnaya_konvencia.pdf?ysclid=ljjypasohe606433405
(accessed: 25.07.2023)

17 See Directive 2009/24/EU of The European Parliament And of The Council of
23 April 2009 on the legal protection of computer programs (Codified version) (Text with
EEA relevance). Available at: URL: //https://eur-lex.europa.eu/legal-content/EN/TXT/
PDF/?uri=CELEX:32009L0024 (accessed: 25.07.2023). Article 1 Object of protection 1. In
accordance with the provisions of this Directive, Member States shall protect computer
programs, by copyright, as literary works within the meaning of the Berne Convention for
the Protection of Literary and Artistic Works.
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As was already noted, Al technologies are intellectual assets that under
Article 1226 of the Civil Code “give rise to intellectual property rights in-
cluding exclusive rights”. According to Article 128 of CCR, things at law in-
clude property rights such as exclusive rights'®. Qualifying exclusive rights
as a thing at law will give rise to the question of legal regime.

Things (physical objects) traditionally involve proprietary rights (Ar-
ticles 209, 216 of CCR) as well as classical powers of ownership, use and
disposal. The question is whether the regime applicable to things should be
extended to exclusive rights. Article 250 of CCR provides for a sale of shares
in a jointly owned property. Under paragraphs 2, 4, Article 454 of CCR, the
general purchase and sale provisions apply to securities and property rights
unless otherwise followed from the content or nature of these rights. By
virtue of paragraph 1, Article 454, the seller is the one who owns a property.
Meanwhile, Article 28 of the Federal Law “On the Securities Market™® pro-
vides for a (property) right to paperless tradable securities. We believe that
the legislator wrongly identifies the regime of paperless tradable securities
with that of things because paragraph 1 (2), Article 142 of CCR associates
paperless securities with “liabilities and other rights”

The Supreme Court of Russia recognizes the assignment of a claim un-
der a sale or donation agreement as legitimate (paragraph 4 of Article 454
and paragraph 1 of Article 572, respectively)*’. Meanwhile, according to V.
Vitriansky, the provisions of Articles 382-390 of CCR “apply on a prior-
ity basis (with respect to the general provisions on purchase and sale of
goods)” [Vitriansky V.V., 2005:17].

Thus, the ownership of a property right is recognized by law in a num-
ber of cases. However, the stance adopted by the legislator cannot be quali-
fied as correct from the perspective of the principles of the law of pandects

'8 In this regard, see, for example, Constitutional Court of Russia Resolution No. 10-P
of 24.03. 2023 “On constitutionality check of paragraph 4, Article 1370 of CCR and para-
graph 3 of the Rules for remuneration for service inventions, service utility models, ser-
vice commercial prototypes in connection with a complaint by Gidrobur-Service, a limited
liability company. Available at: URL: pravo.gov.ru, 27.03.2023; 9th Arbitration Court of
Appeal Resolution of 15.05. 2018 on case No. A40-124668/2017. Available at: https://kad.
arbitr.ru/PdfDocument/ (accessed: 25.07.2023)

19 Federal Law No. 39-FZ “On the Securities Market” of 22.04.1996. CLR, No. 17,
22.04.1996, art. 1918.

» See the Supreme Court Plenary Resolution No. 54 “On certain issues of applica-
tion of Chapter 24 CCR regarding the change of liable persons based on a transaction” of
21.12.2017 // Supreme Court of Russian Federation Bulletin, No. 3, March 2018.

50



E.B. Poduzova. Technologies of “Artificial Intelligence”... P. 40-58

and understanding of the property right and property items generally ac-
knowledged by academic science in Russia. The question is whether the
legal regime of things and that of property could be extended to exclusive
rights. Before addressing this question, we need to identify the constitutive
features of the exclusive right to an intellectual asset.

It is noteworthy that, according to E. Sukhanov, an attempt to extend
the regime of proprietary interests to those qualified as “intangibles” has
naturally failed [Sukhanov E.A., 2017: 45]. This conclusion also holds for
the identification of the constitutive features of exclusive rights.

We believe that qualifying the exclusive right as an “intangible thing” and
recognizing the right of ownership (or other proprietary right) to it is wrong.
As we know, the property and other proprietary rights under the Russian law
are related to triple powers (ownership, use and disposal). Article 1233 of CCR
provides only for the disposal of an exclusive right. To prevent the extension
of the regime of things to exclusive rights, the legislator prohibits to apply the
provisions of Part IT of CCR to intellectual property rights (paragraph 3, Article
1227). As we know, independent contractual arrangements — such as exclusive
rights transfer agreements, licensing agreements and franchising agreements,
not identical to purchase-sale and rental agreements are envisaged to dispose
of the exclusive rights (Articles 1233-1237 of CCR). According to I. Zenin, “the
disposal of exclusive rights exhibits principally important differences. By grant-
ing a non-exclusive license, license holder (grantor) does not lose the possibil-
ity of further using the property” [Zenin I.A., 2023]. We believe that the regime
of things and, therefore, property right cannot apply to the exclusive right due
to its special legal nature not identical to that of things.

Recognizing inventions as part of Al technology makes it fairly relevant
to discuss and address the problem of dividing the exclusive right and ap-
portioning shares.

According to Yu. Kharitonova, the judicial practice “absolutely rejects
that exclusive rights are shareable” [Kharitonova Yu. S., 2018: 65-72]. The
Supreme Court of Russia determination discussed by this scholar prohib-
its any division of exclusive rights into shares “because the provisions on
shared ownership (Chapter 16 of CCR) cannot apply to intellectual prop-
erty rights in principle”*’. Later on the Supreme Court provided another

2l Supreme Court Decision No. 305-KG18-2488 of 03.12.2018. In Decision No. 287-
PEK18 of 03.12.2018, the Supreme Court has dismissed a supervisory appeal to be consid-
ered at a session of the Supreme Court Presidium // SPS Consultant Plus.
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justification of the prohibition to share exclusive rights. Thus, it was ex-
plained that while exclusive right to intellectual assets “can be held jointly
by several persons’, it “does not mean that the said persons are entitled to
divide the exclusive right they own and apportion shares™*.

In addressing the issue, one has to bear in mind that the exclusive right
will arise in respect of IA* as a whole rather than its part. Meanwhile,
O. Gutnikov and S. Sinitsyn conclude that “the current wording of para-
graphs 2 and 3, Article 1229 CCR does not contain any explicit prohibition
to divide the exclusive right owned by several holders into shares” [Gut-
nikov O.V,, Sinitsyn S.A., 2019: 67-73].

It is noteworthy that the draft of the Federal Law “On Amending Part
Four of the Civil Code of Russia™* envisaged the regulation of relationships
between multiple parties on the intellectual property holder’s side including
those related to division of the exclusive right into transferrable shares. If
interpreted literally, provisions of paragraphs 2 and 3, Article 1229 of CCR
do not explicitly prohibit any division of the exclusive right into shares.

As was already mentioned, Al technologies are complex intellectual as-
sets created with possible involvement of a considerable number of people.
Since the extent of personal involvement may vary, the size of shares of the
exclusive right to AI technology will depend on the complexity and amount
of tasks performed by each team member. The size of ideal shares to be ap-
portioned will be determined by an agreement between the developers.

We believe that the applicability of the terms of such agreement is be-
yond doubt. Meanwhile, their interpretation by courts in the event of a dis-

2 Paragraph 35, Supreme Court Plenum Resolution No. 10 of 23.04. 2019 “On Ap-
plication of Part Four of the Civil Code of Russia” // Supreme Court Bulletin No. 7, July
2019 (“SCP Resolution No. 10”). The Intellectual Property Court which previously ad-
mitted the divisibility of the jointly owned exclusive right into shares expressed in per-
cent (see Intellectual Property Court Resolution No. S01-1002/2017 of 15.12. 2017 on case
No. A40-210165/2016 , now refers to paragraph 35 of SCP Resolution No. 10 of 23.04.2019.
See, for example, Intellectual Property Court Resolution No. S01-592/2018 of 28.10.2019
on case No. SIP-540/2017 // Intellectual Property Court Resolution No. S01-811/2021 of
27.04.2021 on case No. SIP-955/2020 // Consultant Plus.

2 JA — intellectual asset.

# See the draft Federal Law “On Amending Part Four of the Civil Code of Russia”
developed by the Center of Competences of the Skolkovo Foundation pursuant to para-
graph 01.01.004.011.001 “Drafting a Federal Law for improving the relationships between
exclusive right co-owners” of the action plan of the federal project “Statutory Regulation of
the Digital Environment”. Program Digital Economy of the Russian Federation. Available
at: URL: https://sk.ru/legal/ (accessed: 25.07.2023)
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pute may pose problems. Since the law does not provide for a possibility to
divide an intellectual asset into shares, the terms of the agreement on shar-
ing the exclusive right to AI technology will be interpreted by courts with
reference to the provisions of paragraph 35, SCP Resolution No. 10 where
the Supreme Court explains: “The above does not mean the said persons
are entitled to divide the exclusive right they own and apportion shares”.

It is believed the court is highly likely to void the agreement’s section
on the division of the exclusive right to inventions that make up the tech-
nology. Where the said agreement provides the basis for other agreements
to be concluded (such as for disposal of the shares of the exclusive right),
they will be likewise voided (Article 168 of CCR). To justify their decision,
courts may refer only to the lack of legal provisions on the divisibility of the
exclusive right.

In view of the principles enshrined in Articles 1 (2) and 421 (2) of CCR,
author of the paper believes that the contractual terms to divide the exclu-
sive right to the AT technology into shares are implementing the rights of
natural and legal persons to establish any terms not contrary to the law.
These terms are not subject to restrictions related to protection of the fun-
damental principles of constitutional system, morals, health, rights and
legitimate interests of others, as well as national defense and security (sub-
paragraph 2, Article 1 (2) of CCR. The stance to void such agreements fol-
lows only from the fact that lower courts are required to abide by the Su-
preme Court’s interpretation of law.

In addressing the issue of divisibility of the exclusive right, we have
to take into account the doctrinal understanding of exclusivity. Thus,
V. Dozortsev, in characterizing the exclusive right to intellectual assets, be-
lieves it is exclusive not because of a single person’s ownership but because
it is attached by federal law exclusively to a particular person(s) on the bases
established by law [Dozortsev V.A., 2008: 120]. Thus, the researcher allows
for multiple party ownership of the exclusive right to an intellectual asset.
According to N. Scherbak, it is legitimate “to apportion ideal shares of the
exclusive right co-owned by several persons” The author believes that “a
relevant agreement entered between the holders” will be qualified as a typi-
cal basis for apportioning ideal shares of the exclusive right [Scherbak N.V.,
2021: 166-192].

Since a right is exclusive as long as the legislator recognizes it as vested
in a particular person(s), this exclusivity will not be lost where the right is
shared. In view of the ideal nature of shares, their apportioning will not re-
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sult in the division of the intellectual asset as in the case of the mechanism
envisaged by Article 133 (1) of CCR for property (things). Therefore, the
division of the exclusive right to Al technology into shares is possible from
the legal perspective.

Conclusion

The analysis of doctrinal and practical approaches to legal nature and
legal regime of AI technologies suggests the following. The advocates of a
doctrinal approach to recognize “artificial intelligence” as a person at law
do not distinguish between “artificial intelligence” and AI technologies.
Meanwhile, such “person” at law has no will. The analysis of the classical
definition of “will” suggests it is mainly characterized by the freedom of
behavior. Al technologies do not exhibit such freedom. The operational
algorithm is built into Al technologies by the developer. These digital prod-
ucts are designed by their authors (natural persons or a team) as part of
their job or under a statutory contract (commissioning contract or R&D
contract). We believe that in “performing” certain actions, the AI technol-
ogy follows the will of its developer/customer. In our view, AI technologies
are not free to act since the variability of their behavior is determined at
the time of development and depends on the will of their developers or
customers (persons at law).

In view of author of the paper, the concept of “digital/electronic person”
or “digital/electronic personality” proposed by the doctrine lacks constitu-
tive features and results from a mechanical combination of the terms “elec-
tronic”, “persons” and “personality”. These concepts devoid of convincing
justification do not support the recognition of special “digital” entities, par-
ties to “digital relationships” The category of “digital person” as the “em-
bodiment” of AI provides no convincing argument in favor of legal per-
sonality of AI technologies. In this connection, we believe that intellectual
assets are authored by the individuals possessing either the exclusive right
to Al technologies or the right to use the said technologies under a licens-
ing agreement to create intellectual assets.

A person at law is the operator of a data system, not the system itself
which is a transferrable property and cannot be recognized as a person at
law. Formally, the law on information and information technologies allows
natural persons to act as data system operators. It is a legal person (business
company) that operates a data system such as a digital financial platform

54



E.B. Poduzova. Technologies of “Artificial Intelligence”... P. 40-58

under the law. In this regard, we believe that the doctrinal approach that
identifies the AI technology with the data system does not hold.

The approach identifying Al technologies with things is not acceptable.
Recognizing AT technologies as “Al-enabled things” is tantamount to eras-
ing the boundaries between the legal regime of things and that of intel-
lectual property. This will leave the rights of the developer, organizer or
any person possessing the exclusive right to Al technology without legal
recognition and protection.

Al technologies to be a complex of technically sophisticated objects (in-
tellectual assets) embodied in physical things (computers, smartphones or
other devices). Complexity as a feature of “artificial intelligence” is explic-
itly states in paragraph 3.5 of the Explanatory Memorandum to the draft
EU Artificial Intelligence Act.

Qualifying AT technologies as new intellectual assets is the only reason-
able solution to the problem of their legal nature. Al technologies do not
boil down to a sum of components that constitute them. Al technologies
should be recognized as independent intellectual assets whose legal regime
is not identical to that of their components.

Al technologies are not among intellectual assets subject to legal remedy
(paragraph 1, Article 1225 of CCR). Meanwhile, they include a protectable
invention. While sharing the position of researchers on comprehensive
protection of computer software, we believe they cannot be patented as an
independent object. Computer software is functionally related to other in-
tellectual assets that make part of Al technologies. It has a sense to believe
that computer software is patentable only in combination with other ele-
ments of Al technologies.

Under Article 1226 of CCR, AI technologies as intellectual assets “in-
volve only those intellectual property rights that include the exclusive
right”. This raises the question of applicability of the exclusive right re-
gime to intellectual assets such as Al technologies. Pursuant to Article
128, things at law include property rights, in particular, exclusive rights
but qualifying the exclusive right as a thing at law raises the question of the
applicable legal regime. We believe that qualifying the exclusive right as an
“intangible thing” and recognizing the right of ownership to it is wrong. As
we know, independent contractual arrangements — for example, exclusive
rights transfer agreements, licensing agreements, franchising agreements
not identical to purchase-sale and rental agreements — are envisaged to
dispose of the exclusive rights.
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AT technologies are complex intellectual assets characterized by mul-
tiple ownership since a considerable number of persons may be involved
in the process of their development. The extent of personal involvement in
the development of Al technologies may vary, with the size of apportioned
shares of the exclusive right to be determined by an agreement between the
developers.

A right is exclusive because the legislator recognizes that it is attached
to a particular person(s). One should distinguish the exclusive right to an
intellectual asset from a property right to a physical medium (thing). We
thus believe that the exclusivity will not be lost where an exclusive right is
shared. In view of the ideal nature of shares, their apportioning will not re-
sult in the division of the intellectual asset as in the case of the mechanism
envisaged for division of property (Article 133 (1) of CCR). Provisions of
paragraphs 2 and 3, Article 1229, if interpreted literally, do not explicitly
prohibit any division of the exclusive right into shares or apportioning of
ideal shares of the exclusive right to intellectual assets. Therefore, the divi-
sion of the exclusive right to Al technology into shares is possible from
the legal perspective. Since the Supreme Court of Russia in its explana-
tions prohibits to divide the exclusive right into shares and apportion these
shares, we believe that paragraphs 2 and 3 of Article 1229 of CCR need to
be amended through adoption of the provisions allowing to divide the ex-
clusive right into shares and to apportion these shares.
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“If you can run faster than that you’ll be fine™.
E. Musk

Background

In launching the digital transformation of Russia in December 2020,
President Vladimir Putin pointed out to a need “to ensure broad introduc-
tion of AI technologies and big data analysis” including “experimental legal
regimes to use Al in specific economic sectors and social services™.

However, self-learning neural networks, technologically in vogue world-
wide as the core of generative Al technology, have failed to be enshrined in
the national legislation, only to become the apple of discord among law en-
forcement agencies. The disputes concerning the risks of neural networks
used in judicial practice have been especially violent, in particular, because
of a lack of the doctrinal definition of artificial intelligence and provisions
to regulate and address the likely negative scenarios. Likewise, no final risks
of convergence of Al and data science (big data processing) in the process
of deep learning of neural networks were defined.

When a majority of researchers date the introduction of the term “ar-
tificial intelligence” back to 1956 (G. McCarthy’s presentation) [Smith C,,
2006], they forget about three robotic technology laws proposed by Isaac
Asimov in 1942 that essentially constrain in relative terms the emerging
neural network-based products. Despite more than well-established histo-
ry of the phenomenon under discussion, its conventional definition is not
there yet, largely due to the fact that the term is too common [Kok J. et al,,
2009: 2] and that there are legitimate doubts whether Al is a hoax launched
in the interest of international corporations such as Intel (along the lines
of “greenhouse effect” embedded into the public mind in the interest of
Dupont Corporation), still more so since the so-called neural network it-
self, unlike the proposals to introduce it into social and economic sectors
at large, did not evolve much from ABBYY Finereader, a text recognition
software marketed in 1993.

! You can run away from it: Elon Musk jokes about his «friendly» robot // URL.:
https://www.thesouthafrican.com/lifestyle/elon-musk-tesla-bot-humanoid-form-ai-ro-
bot-watch/ (last accessed on 22.05.2023).

* Putin has announced a need in digital transformation of Russia // Available at: URL:
https://tass.ru/ekonomika/10172635 (accessed: 22.05.2023)
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While defining Al as a field of science, P. Morkhat believes that “the
main problem why an exact and common definition is not yet developed”
is “a lack of clarity what is exactly intelligence as such” [Morkhat PM., 2017:
26]. The author proposes to describe Al via its “key features: learning/
self-learning ability, ability to understand and reflect, self-control” [Mork-
hat PM., 2017: 31].

S. Russel and P. Norvig identify four main approaches to define “arti-
ficial intelligence”: those based on human thinking and behavior and on
rational thinking and behavior [Russell S., Norvig P., 2010: 1-2]. Some in-
ternational researchers believe Al (what appears to be an optimal point
of view) to be a platform for a number of promising technologies used in
automated logic and big data processing [Haskins A., Arora S., Nilawar U.,,
2017: 4] or a branch of science [Rissland E.L., 1990: 1958-1959].

1. Enshrining Al Regulation in the National Law

Some authors [Laptev V.A., 2021] wrongly assume that the term “arti-
ficial intelligence” first appeared in the Action Plan (Roadmap) of the Na-
tional Technological Initiative Autonet’ in 2018.

Thus, the term was mentioned in paragraph 20, Presidential Decree No.
642 of 01 December 2016 “On the R&D Strategy of the Russian Federation”
and in paragraph 12, Presidential Decree of 09 May 2017 “On the Informa-
tion Society Development Strategy in Russia for 2017-2030”. Further on,
AT was repeatedly in the legislative focus: under paragraph 9, Presidential
Decree No. 490 of 10 October 2019 “On the Development of Artificial Intel-
ligence in Russia™, the use of neural networks was actually restricted to the
so-called “weak AI” capable of solving only narrow tasks. Al was described in
the document as “a set of technological solutions allowing to mimic human
cognitive functions (such as self-learning and search for solutions outside a
preset algorithm) and address specific tasks with results at least comparable
with those of human intellect”. This definition was later reproduced in Ar-
ticle 2 of Federal Law No. 123-FZ “On the Experiment to Introduce Special

* Action Plan (Roadmap) of the National Technological Initiative Autonet. Annex
No.2 to Minutes No. 1 of 24 April 2018. Moscow, Presidium of the Council for Economic
Upgrading and Innovative Development of Russia under the President of Russia, p. 21.

* Presidential Decree No. 490 of 10 October 2019 “On the Development of Artificial
Intelligence in Russia” // Available at: URL.: http://www.kremlin.ru/acts/bank/44731 (ac-
cessed: 20.05.2023)
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Regulation for Creating Necessary Conditions for the Development and In-
troduction of AI Technologies in a Constituent Territory of the Russian Fed-
eration — Federal City of Moscow — and on Amending Articles 6 and 10 of
the Federal Law “On Personal Data” dated 24 April 2020.

The experimental regime introduced by this law has not been extended
to other constituent territories, in particular, because of numerous prob-
lems regarding the implementation of the embedded substantive impera-
tives (copyright to neural network’s outcomes, personal data processing,
security, confidentiality etc.).

The legislation has not defined to what extent Al could be used to pro-
cess specific categories of anonymized personal data (such as medical data)
for more efficient public and municipal governance — data which, accord-
ing to A. Saveliev, have “a special legal status due to potentiality of highly
negative implications for the person if the processing terms were violated™.
There is no legal basis for AI to assume liability for the harm to human life
and health as well as no understanding whether neural networks have a
legal personality.

At the same time, experts in the military use of Al note that the three
reasons for choosing the incoming data as the principal target are, by the
order of priority, “complete dependence of insights on the amount and
quality of inputs; difficulty to establish the fact of data diddling or editing;
opportunity to gain a major advantage over a party in a dispute/conflict if
decisions were made on the basis of analysis of misleading information”
[Galkin D.V,, Stepanov A.V., 2021: 73]. This is also true where Al is embed-
ded into the system of justice.

Domestic technical regulations present artificial intelligence as a simu-
latable (artificially mimicable) intellectual activity of human mind (para-
graph 3.17, GOST R 43.0.5-2009 “Information support of technologies
and operator activities. Data exchange processes in technologies. General
provisions)®.

Starting from Presidential Decree No. 490 of 10 October 2019 “On the
Development of Artificial Intelligence in Russia’, AI has been qualified as

* Artificial intelligence and law: a link between the two? // Available at: URL.: https://
www.garant.ru/news/1401154/ (accessed: 20.05.2023)

¢ National standard of the Russian Federation. Information support of technologies
and operator activities. Data exchange processes in technologies. General provisions //
Available at: URL.: https://docs.cntd.ru/document/1200079262 (accessed: 17.05.2023).
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either “strong” or “weak” in the wake of the Western approach contained
in the latest IBM research’ of 2023. Thus, the Russian legislator and inter-
national developers believe “weak” (“narrow”) Al to be the one focused on
specific practical problems (Apple’s Siri, Amazon’s Alexa, IBM’s Watson,
autonomous vehicles, systems for voice recognition, virtual agents, com-
puter vision, advisory mechanisms etc.). In contrast, “strong” Al is a com-
bination of artificial general intelligence (AGI) and artificial super intelli-
gence (ASI), the latter being a theoretical form that provides a device with
an intellect superior to that of man (self-consciousness capable of solving
problems, learning and planning for the future). For the national legisla-
tor it is associated with high risks since end results are not predictable and
decision-making algorithms unclear.

There is currently no single document in Russia to regulate the develop-
ment, implementation and use of Al and to define the acceptable level of
risks, legal personality of the parties involved, etc.

2. Latest European Law on Artificial Intelligence

Since AI systems, along with huge potential to boost economic growth,
innovative development and global competitiveness, obviously carry major
risks for security and protection of the core human rights and liberties,
the European Commission published back in February 2020 the so-called
“White Book” on artificial intelligence with a proposal to set up the Euro-
pean framework on Al and the limits of its use.

In October 2020 the European Parliament adopted 3 Al-related legisla-
tive resolutions on ethics, civil liability and intellectual property; in April
2021, the European Commission made proposals on the so-called AI Act
which contained a technologically neutral definition of Al systems and also
four risk categories for Al applications: unacceptable (contrary to EU val-
ues), high-risk (negatively affecting the security and core values of individ-
uals), limited risk (those that meet specific transparency obligations) and
minimal risk (those without obligations except those of the effective law).

On 6 December 2022 the European Council approved the general ap-
proach to the AI Act® explaining the requirements to high-risk Al systems

7 What is Artificial Intelligence // Available at: URL.: https://www.ibm.com/topics/
artificial-intelligence (last accessed on 23.05.2023).

8 Council, Artificial Intelligence Act: Council calls for promoting safe Al that respects
fundamental rights // Available at: URL.: https://www.consilium.europa.eu/en/press/press-
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which identifies the general purpose Al systems, defines the regulatory scope
(for example, national security, defense and related areas including law en-
forcement are ruled out) and proposes to create “regulatory sandboxes” to
support Al-enabled innovations and open-code AI components’. As a result
of discussions in the European Parliament, the world’s first Transparency and
Risk Management Rules for AI'° were approved on 11 May 2023.

The drafters follow a risk-oriented approach to establish obligations for
both AI suppliers and users depending on the aforementioned risk levels
generated by artificial intelligence. However, before engaging in negotia-
tions with the European Council to finalize the AI Act, the European Par-
liament will have to approve the draft “negotiating mandate” at its session
scheduled for 12-15 June 2023.

The Rules completely prohibit the following AT practices:

real-time remote biometric identification systems in publicly accessible
spaces;

remote biometric categorization using sensitive characteristics (such as
sex, race, ethnicity, citizenship, religion, political orientation);

enforcement forecasting systems (based on profiling, location or past
criminal behavior);

emotion detection systems at enforcement and judicial bodies, work-
places and education institutions;

indiscriminate deletion of biometric data from social networks, using
video footage generated by surveillance cameras to create face recognition
databases (in violation of human rights such as the right to privacy).

The Rules provide for obligations (individual legal regimes) shouldered
by suppliers of basic models such as GPT, and extra “transparency” re-
quirements, in particular, disclosure of the fact that the content was gener-
ated by Al It is noted that the amendments are designed to establish hu-
man control over Al, with neural networks to be “safe, transparent, traceable,
non-discriminatory, environmentally friendly”"'. High-risk categories were
expanded to include harm to people’s health, safety, core rights and envi-

releases/2022/12/06/artificial-intelligence-act-council-calls-for-promoting-safe-ai-that-
respects-fundamental-rights/ (accessed: 23.05.2023)

° Ibid.

10" Al Act: a step closer to the first rules on Artifical Intelligence // Available at: URL.:
https://www.europarl.europa.eu/news/en/press-room/20230505IPR84904/ai-act-a-step-
closer-to-the-first-rules-on-artificial-intelligence (accessed: 23.05.2023)

1 Ibid.
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ronment, as well as impact on electors during a political campaign and on
trading platforms of social networks with more than 45 million users. It is as-
sumed that both natural and legal persons have the right to make complaints
about Al systems and receive explanations of decisions they generate'.

Of special interest for the issue being discussed is paragraph 38, Chap-
ter 1, Title III of the AI Act Compromise Text of 16 May 2023 which pro-
vides key risk scenarios — equally applicable to the Russian regulatory
system — of AI use in law enforcement and judiciary activities: “Actions
by law enforcement authorities involving certain uses of Al systems are
characterized by a significant degree of power imbalance and may lead to
surveillance, arrest or deprivation of a natural persons liberty as well as
other adverse impacts on fundamental rights guaranteed in the Charter of
07 December 2000. In particular, if the Al system is not trained with high
quality data, does not meet adequate requirements in terms of its perfor-
mance, its accuracy or robustness, or is not properly designed and tested
before being put on the market or otherwise put into service, it may single
out people in a discriminatory or otherwise incorrect or unjust manner.

Furthermore, the exercise of important procedural fundamental rights,
such as the right to an effective remedy and to a fair trial as well as the right
of defence and the presumption of innocence, could be hampered, in par-
ticular, where such AI systems are not sufficiently transparent, explainable
and documented. It is therefore appropriate to classify as high-risk a number
of Al systems intended to be used in the law enforcement context where ac-
curacy, reliability and transparency is particularly important to avoid adverse
impacts, retain public trust and ensure accountability and effective redress.

In view of the nature of the activities in question and the risks relating
thereto, those high-risk AI systems should include in particular AI systems
intended to be used by or on behalf of law enforcement authorities or by
Union agencies, offices or bodies in support of law enforcement authori-
ties, as polygraphs and similar tools insofar as their use is permitted under
relevant Union and national law, for the evaluation of the reliability of evi-
dence in criminal proceedings, for profiling in the course of detection, in-
vestigation or prosecution of criminal offences, as well as for crime analyt-
ics regarding natural persons. Al systems specifically intended to be used
for administrative proceedings by tax and customs authorities should not

12 Al Act: a step closer to the first rules on Artifical Intelligence // Available at: URL.:
https://www.europarl.europa.eu/news/en/press-room/20230505IPR84904/ai-act-a-step-
closer-to-the-first-rules-on-artificial-intelligence ( accessed: 23.05.2023)
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be classified as high-risk Al systems used by law enforcement authorities
for the purposes of prevention, detection, investigation and prosecution of
criminal offences.

The use of Al tools by law enforcement and judicial authorities should
not become a factor of inequality, social fracture or exclusion. The impact
of the use of AI tools on the defence rights of suspects should not be ig-
nored, notably the difficulty in obtaining meaningful information on their
functioning and the consequent difficulty in challenging their results in
court, in particular by individuals under investigation”. **

In light of the above reasonably restrictive approach to the use of Al sys-
tems in the judicial system, it appears expedient to discuss the risks resulting
from Al integration into the national system of justice compared to the estab-
lished factive presupposition (axiomatic modality which supports the sense
and presumption of a statement and, while not being part of the presump-
tion, makes sure that it is true) [Strawson P., 1952: 113] of judicial discretion.

3. Judicial Discretion: Risks, Limits, Algorithmization

According to some researchers, the existence of judicial discretion as an
institution is explained by the existence of objective regulatory peculiarities
of some relationships and legislative gaps, where the weight of subjective cri-
teria is minimal or absent [Tretyakova T.N., Karamanukian D.T., 2020: 6].

A number of authors believe judicial discretion to be “a specific type
of law enforcement activities based on reasoning as a way to find the best
solution in a given situation” [Makarikhina O.A., 2014: 15], something that
actually identifies this institution with AI which could be hypothetically
used in legal proceedings to algorithmize the process of searching for an
optimal solution in a certain context.

I.A. Pokrovsky understood judicial discretion as “the right to interpret
the law more freely, complement and even rectify it as may be required by
the sense of justice and fairness” [Pokrovsky I.A., 1998: 90]. On the con-
trary, other researchers perceive the judge’s personal conviction as “an out-
right opportunity for arbitrary judgment” [Morkhat PM., 2018: 9].

¥ DRAFT Compromise Amendments on the Draft Report Proposal for a regulation of
the European Parliament and of the Council on harmonized rules on Artificial Intelligence
(Artificial Intelligence Act) and amending certain Union Legislative Acts // Available at:
URL.: https://www.europarl.europa.eu/resources/library/media/20230516RES90302/2023
0516RES90302.pdf (accessed: 23.05.2023)
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Judicial discretion is apparently an exercise of court powers to solve the
case on the legitimate, fair and well-founded basis while using an opportu-
nity to impose sanctions/render a judgment under a number of legitimate
options and limits in the context of conflicts of law and legislative gaps.

Judicial discretion actually differs from AI as much as the judge’s per-
sonal conviction from the standard algorithm of rendering a judgment
(since classical AT operates outside a preset algorithm, its decisions are not
predictable).

At the same time, the national law does not enshrine a number of key
factive presuppositions (presumed judgments) such as definitions of the
key concepts that make up constituent elements of a crime, only to multiply
a possible risk of unjust, unfounded and illegal decisions in the context of
judicial discretion understood as certain freedom of opinion.

Thus, a vast majority of “reputational” disputes involving legal persons
as a claimant will be resolved by court on the basis of subjective principles
of judicial discretion.

There is no factive presupposition in the national civil law to allow for
an objective and impartial assessment of circumstances in cases concern-
ing business reputation of legal persons. Meanwhile, the decision-making
powers of a judge are based on a syllogism where one of the components,
apart from a legal provision (if any), is the actual circumstances of the case
[Barak, A. 1999] whose unambiguous, implicit parameters and matching
criteria enable a fair judgment.

One example is where a court has (or does not have) reasonable grounds
supported by law to qualify the defendant’s statement as an asserted fact/
personal opinion, and reasonable grounds to qualify as irrelevant the de-
fendant’s statements addressed to the claimant. Different legal regimes ap-
plied by courts in considering business defamation cases where they ratify
the defendant’s subjective opinion or statement of fact, as well as the crite-
ria to refer them to a given presupposition, are not enshrined in law. In the
Defamation Review of Practice of 16 March 2016, the delineation of these
regimes given a lack of clear reference criteria was claimed to be “the hard-
est decisions for courts™, only to “cause judicial errors™".

" Defamation Review of Practice (approved by the Presidium of the Supreme Court of
Russia on 16 March 2016) // Available at: URL.: https://www.vsrf.ru/documents/themat-
ics/15165/ (laccessed: 04.11.2021)

> Ibid.
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Meanwhile, the initiatives to build neural networks into the national
judicial system such as proposed by V.A. Laptev [Laptev V.A., 2021] appear
to be fraught with even greater risks than judicial activism and multiplicity
of imperfect opinions and personal convictions, and regulatory gaps.

4. Prospects and Risks of Judicial Practice
Automation in Russia

Under the most likely scenario of the phased introduction of Al systems
into judicial practice envisaged, in particular, by V. Laptev, Al will be im-
plemented consecutively as an assistant judge as part of legal proceedings
and in considering cases on their merits (short-term prospects); for evalu-
ation of evidence and expert assessments (medium-term prospects); and as
a possible replacement of judges to perform specific functions (long-term
prospects) [Laptev V.A., 2021].

Meanwhile, recognizing and translating audio minutes of court sessions
and documents provided by the parties into a machine-readable format
will predictably involve putting sensitive information (including personal
data) within reach of an unlimited range of people, both developers of an
interface and other individuals, at the risk of unauthorized access and theft
of “big data”

A “restricted” approach to storing and processing personal data — in-
cluding those generated and processed in the judicial system — seems to
be more effective, including in the context of current geopolitical threats,
since it rules out sporadic and other mechanic “failures” related to the use
of controversial technologies such as Al

One example is China where relevant resolutions were adopted for Na-
tional Data Administration'® for control of the privacy and security of data
of this newly created agency established, among other things, to secure full
state control over all sensitive data of both individuals and economic insti-
tutions which are not designed to be processed, transmitted or used outside
the government system. The Judicial AI (AI for legal assistance) actually
handle in China more than 200 thousand cases a month [Stepanov, O.A.,
2022: 229-237], with the neural network integrated into cloud-based na-
tional Big Data systems controlled by a number of public agencies. Mean-

16" Available at: URL.: https://www.technologyreview.com/2023/03/15/1069814/china-
new-bureau-data-economiy/ (accessed: 23.05.2023)
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while, on 11 April 2023 the Cyberspace Administration of China published
for public discussion the draft of Administrative Policies for Managing
Generative AI-Enabled Services'” which was innovative in imposing the
responsibility for the content created by generative Al (chat bots etc.) on
“suppliers” — developers and/or distributors of software solutions, with
operators assuming an additional obligation to protect personal data where
their processing is envisaged by the product.

However, the concept of Al learning on open judicial data (AI-Ready
Open Juridical Data) does not stand up to criticism as there is neither a
national strategy to publish such data for machine and deep learning nor
quality (maturity) criteria of such data.

The government’s involvement as a customer, regulator and contributor
to Al implementation including in the judicial system makes it principally
impossible to use an open code in this process (decentralized model of
software development and management), something also contrary to the
requirements of FSS Order No. 97 of 16 March 2022'¥and FSS Order No.
171 of 01 May 2021". Not surprisingly, Russia is not in the index of respon-
sible Al users created by Canada’s IDRC CRDI including in the judicial
system because participation requires a large amount of strategically im-
portant data to be provided.

Using Al for legal assessment of evidence including to analyze handwrit-
ing and forgery is unlikely because Al has so far failed to pass even CAPT-
CHA test (Completely Automated Public Turing Test to Tell Computers and
Humans Apart), to say nothing about its ability to reliably determine the
ownership of texts, their context, language nuances or abstract concepts.

Making judicial Big Data available to judicial Al just like a need to digi-
tize the judicial system across the board advocated by some of those who

17 Notice of the State Internet Agency to seek public opinion on the Administrative
Policies for Managing Generative Al-Enabled Services (draft for comments) // Avail-
able at: URL.: http://www.cac.gov.cn/2023-04/11/c_1682854275475410.htm (accessed:
26.05.2023).

8 On providing FSS officers with powers to send requests to credit institutions, tax au-
thorities, agencies for state registration of real estate transactions and data system operators
for digital financial assets: Order No. 97 of 16.03.2022 // Available at: URL: https://www.
garant.ru/products/ipo/prime/doc/404342484/ (accessed: 11.05.2022)

¥ On approving organizational and technical data security requirements to authorized
officers of certification centers of the federal executive agency authorized to register legal
persons: FSS Order No. 171 of 01.05.2021 // Available at: URL: https://ppt.ru/docs/prikaz/
fsb/n-171-250719 (accessed: 11.05.2022)
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represent the community of judges [Laptev V.A., 2021] with all incoming
documents to be put into digital form, will not only fail to remove the tech-
nological inequality (because of variable IT literacy of the population, dis-
parity of documents filed with courts, lack of adequate technical support
etc.) but will also require to assign an operator responsible for the integrity
of all sensitive data of the parties to legal proceedings. No system of those
currently available seems to be able to ensure either security of this pro-
cess or a definitively objective outcome of automated rendering of justice
through the use of Al

In this regard, the proposed development of cloud-based Al adminis-
tered via Internet is so much more risky that the access to the potential
software’s interface will be left actually unprotected from third-party hack-
ing since the golden rule “an offline computer cannot be hacked” will not
be observed.

Pursuant to Article 1, Federal Law No. 3132-1 FZ “On the Status of
Judges” dated 26 June 1992, the judicial power is autonomous, indepen-
dent and exercised by judges as natural persons, not by a neural network.
A number of institutions of law are not objectively liable to be assessed by
artificial intelligence:

evaluating a need in compensation for moral harm and relevant amount;

measuring the extent of influence of the controlling parties on the situ-
ation of a corporate debtor in a bankruptcy case;

identifying the nature of complicity pursuant to Article 33 of the Crimi-
nal Code;

choosing a sanction among several alternatives;

assessing whether a compensation for damage and reparation for wrong
are adequate in imposing a fine to waive criminal liability or whether im-
prisonment (a term of sentence) should be chosen etc.

Thus, it is not quite clear how AT will assess Supreme Court Determina-
tion of 16 February 2023 on case No. 67-UD22-30-K8 that “a crime against
the public order, interests of public and local government service does not
prevent the case to be closed and a criminal sanction imposed™® — as a
provision or its interpretation by a judicial authority.

Major conflicts of law in legal instruments of any branch of law, subjec-
tive glossaries and comments interpreting a particular disputable situation

20 Cassation Court Determination on case No. 7-UD22-30-K8 of 16.02.2023 // Avail-
able atr: http://vsrf.ru/stor_pdf.php?id=2215490 (accessed:24.05.2023)
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challenge the validity of a neural network’s decision to identify the prevail-
ing provision and to make the only right choice.

The criminal justice experience of algorithmic forecasting (profiling) in
the United States (PSA (Public Safety Assessment), COMPAS (Courcional
Offender Management Profiling for Alternative Sanctions)) has shown the
highly random nature of the resulting assessment, only to undermine the
constitutional rights of individuals to “fair trial and individualized sanc-
tion, once algorithmic assessment becomes the only basis for a court rul-
ing” [Talapina E.V., 2022: 4-27], the more so since the responsibility for
wrong predictive decisions made by Al is not assigned to anyone.

Neither the national nor international legal doctrine can answer the
question who will select judicial practices for machine and subsequent
deep learning and on what criteria and basis, given that Al is trainable only
on Big Data. There could be hundreds of thousands or even millions of
such “impeccable solutions” for each branch of law, each type of cases and
issues handled by courts of all instances and panels of all competences.

It is unclear whether this should cover the cases reviewed by higher in-
stance courts, largely insufficient for neural network learning, who will fi-
nally determine the “proper” decision-making algorithm, and whether Al
will rely exclusively on statistical information generated by the analysis of
absolutely all court decisions.

Thus, in late 2021 the Supreme Court of Russia adopted Determination
No. 305-EC21-14231 to formulate a critically important stance whereby
an enterprise or organization did not have to prove the fact of established
reputation and adverse effect of defamation if no claim was made to make
up for reputational loss*'. A year later, on 8 November 2022, the same au-
thority indicated in Determination No. 78-KG22-44-K3 that pursuant to
Article 56 of the Code of Civil Procedure the claimant had to prove the
circumstances underlying his claims, that is, to prove the fact of established
reputation in the given field of business relationships (industry, services,
education etc.) which was not at all presumed. One can only guess which
of the two opposed decisions by the same authority will be assessed by Al
as the only right choice.

Likewise, the proponents of judicial Al never explain whether deep
learning will involve exclusively the cases which stood up on appeal or

2l Determination No. 305-EC21-14231 on case No. A41-54681/2020 //Available at:
URL: https://kad.arbitr.ru/Kad/Card?number=A41-54681%2F2020 ( accessed: 09.12.2021)
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whether the list will include those never appealed against irrespective of
the impulsive cause. An appeal to a higher court against the trial court’s
decision involving Al will algorithmically mean the decision will be upheld
if considered by the appeal and cassation courts using same interface. Thus,
a “traditional” way of considering such cases has to be envisaged starting
with the court of appeal.

The variable approach of courts at different levels to consider even stan-
dard cases; legal paradoxes and lack of consensus between the doctrine and
enforcement practices; courts addressing certain cases on an exceptional
basis for lack of clear definitions of major concepts in the national law and
given a considerable number of value judgments (good faith, materiality of
harm, insignificance, permanent disfigurement, mitigating circumstances,
generality, custom etc.) — these things are contrary to the algorithmic na-
ture of machine learning, only to result in probable errors both in Al-en-
abled analysis of certain facts and “unbiased” decision making.

One example of likely fallacies can be a hypothetically broad interpreta-
tion by AI of the provisions of the Supreme Court Plenum Resolution of
18 April 2023 on “the relatives of a police officer, military serviceman or
public official”. Thus, according to D. Veretennikov, “such wording... can
result in neighbors, doormen (watchmen), utility workers, postmen etc.
wrongly considered as relatives on the sole basis that the victim gave such
evidence™. Since deep learning makes Al operate on the basis of formal
mathematical logic outside any preset algorithm, there is no telling what a
neural network will be guided by in associating a person with “other rela-
tives” in light of the Supreme Court’s explanations.

Even basic (“narrow”) Al interfaces for technical judicial functions such
as recognizing and digitizing handwritten and audio documents; refer-
ring cases to the courts of relevant jurisdiction; collecting legal statistics,
searching for party contact details for service of process; or performing
expert functions are not feasible in the short and medium term for the said
reasons such as vulnerabilities in sensitive data processing and a lack of
functional operator; possible threats to national security; extensive value

2 Supreme Court Plenum Resolution No. 11 “On handling criminal cases of mar-
tial offenses” dated 18 April 2023 // Available at: URL.: https://www.vsrf.ru/documents/
own/32440/ (accessed: 25.05.2023)

# SC to protect relatives of police officers. Advokatskaya Gazeta.18.04.2023 // Avail-
able at: URL.: https://www.advgazeta.ru/novosti/vs-predlagaet-zashchitit-blizkikh-pravo-
okhranitelyam-lits/ (accessed: 25.05.2023)
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judgments and conflicts of law; lack of universal criteria to select “impec-
cable” verdicts for deep learning of neural networks; lack of multi-layered
neural networks capable of evaluating actual circumstances of the case; low
digital literacy of legal profession etc.

Contrary to the opinion of judicial AI proponents such as P. Morkhat
and V. Momotov, Supreme Court Presidium member, there are grounds
to believe that AI will not only fail to ensure “barrier-free access to justice
for population” [Morkhat PM., 2018: 6-11] and “an space for legal pro-
ceedings” [Momotov V.V.,, 2020] but can result in new obstacles to proper
implementation of Article 46 of the Russian Constitution. The Machine-
Readable Law Concept Note drafted by the Skolkovo Center in 2021 and
submitted for approval to the Ministry of Economic Development has
likewise failed to be implemented due to the emerging risks and despite
the belief that its planned introduction would allow to reduce legal costs
of individuals and to ensure transformative change of the regulatory and
supervisory domains and those of administrative and legal proceedings*.

Unlike judges, the developers of Al interfaces and of relevant roadmaps
for Al implementation in the system of justice are not subject to higher rep-
utation and qualification requirements, only to increase the likelihood of
legal and reputational risk scenarios in the course of third-party develop-
ment of judicial AI despite all declarations of openness and independence.

Meanwhile, neither the Supreme Court of Russia or the Constitution-
al Court of Russia proposed to “administer” judicial AI (GosTech (Fed-
eral Government) could not a priori administer the digitization process at
courts since the judicial branch is separated from the legislative and execu-
tive branches under Article 10 of the Constitution) have adequate skills and
knowledge to analyze machine learning algorithms and assess Al decision-
making methodologies in a given case.

As we mentioned above, non-legislated ways to protect the personal
data of litigants are a separate category of risk factors realized in using Al
technologies in court practice. Utilization of AI systems in legal proceed-
ings leads to an exponential growth in the probability of data array hack-
ing through API-technology (Application Programming Interface, a set of
tools and functions describing the interaction between the interface user
(e.g., the Pravosudiye (Justice) State Automated System portal etc.) and

* Machine-readable law: a likely future? // Available at: URL.: https://www.garant.ru/
news/1464143/ (accessed: 19.05.2023)
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the personal data operator). Russian laws do not list information, includ-
ing personal data, which AI is entitled to access through API technology;
there is no actual state supervision over the transfer of information con-
taining personal data of individuals within the subsystems of government
agencies, including courts, etc. on the basis of the person’s consent to each
such operation, which is expressly stipulated by the requirements of Law
No. 152-FZ. At the same time, utilization of cloud-based distributed reg-
istry technologies with one-way encryption to collect, process and store
personal data without the involvement of a single operator (Proton.mail,
a webmail service with encryption, Mega file-sharing service, use a similar
approach) fails to meet the provisions of Federal Security Service Order
No. 97 of 16 March 2022%*, FSS Order No. 171 of 01 May 2021%.

If we look at blockchain technologies as a method of secure storage and
decomposition of personal data in order to anonymize them and further
endow them with negotiability, which a range of researchers propose as a
secure alternative to steganographic and cryptographic methods of per-
sonal data protection, including data potentially processed by Judicial AI
in judicial practice?” , we see that they are not supported by the necessary
legal basis required for their implementation as a protection method. Their
mechanical introduction in the civil law regulation of relevant metadata
circulation poses fundamental risks, both reputational and legal, for per-
sonal data operators (here, the judiciary system) and the state.

Courts lawfully process personal data (People Data), namely Volun-
teered Data, except for Observed & Inserved Data relating to an indirectly
identifiable person, in accordance with the provisions of Russian law (Ar-
ticles 6, 10, 11 of Federal Law of 27.07.2006 “On Protection of Personal
Data” No. 152-FZ ;hereinafter: Law No. 152-FZ.) Other essential require-

» On Authorizing Federal Security Service Officials to Send Requests to Credit In-
stitutions, RF Tax Bodies, Bodies Responsible for the State Registration of Rights to Im-
movable Property and Transactions Therewith and to Operators of Information Systems
in Which Digital Financial Assets are Issued: FSS Order No. 97 of 16 March 2022 // URL:
https://www.garant.ru/products/ipo/prime/doc/404342484/ (Last accessed: 11 May 2022).

% On Approval of Organizational and Technical Requirements in the Field of Infor-
mation Security for Authorized Persons of the Certification Centre of the Federal Execu-
tive Body Authorized to Perform State Registration of Legal Entities: FSS Order No. 171
of 01.05.2021 // Available at: URL: https://ppt.ru/docs/prikaz/fsb/n-171-250719 (Last ac-
cessed: 11 May 2022).

77 Kozin LS. A Method of Ensuring Secure Personal Data Processing on the Basis of
Blockchain Technology. Scientific and Technical Bulletin of Information Technologies,
Mechanics and Optics. 2019. No. 5. Pp. 892-899.
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ments include compliance with general principles of processing (Article 5,
Federal Law No. 152-FZ)* ; the operator should perform data localization,
notify Roskomnadzor (Federal Service for Supervision of Communica-
tions, Information Technology, and Mass Media), and undertake organiza-
tional and technical measures for personal data protection (Articles 22, 18,
18.1-19 of Federal Law No. 152-FZ)* , and the person in question should
give a specific, conscious and informed consent.

In its decision on Case No. A40-5250/17-144-51, Roskomnadzor ex-
pressed a more stringent position stating: “It is not possible to assert with-
out the written consent of the user that the data was provided by the person
in question and that the applicant’s actions violate Paragraph 1, Part 1, Ar-
ticle 6 of Federal Law No. 152-FZ (processing of data without the person’s
consent).”*

Hence, blockchain technology as a method for AT to ensure secure stor-
age and use of People Data arrays in course of judicial activities contradicts
the very idea of both the law on personal data and the regulator’s position be-
cause it implies decentralization and public availability of information, where
personal data can be provided to all participants of the distributed registry.
While preventing direct data leaks at any given moment, the distributed reg-
istry (e.g., containing data of litigants in concrete proceedings) violates the
basic principle of law: one purpose—one consent—one recipient.

If Al is utilized to administer a distributed registry (appoint a person
responsible for inclusion/exclusion from the register; for completeness, re-
liability and procedure of information use), then such register ceases to be a
distributed register. If it is a classical peer-to-peer blockchain with free data
flow, it is impossible to prevent misuse of data, including personal data.

The above entails clear legal risks for the corporate data operator (reg-
istry holder) (in this case, a specific judicial authority) arising from the use
of personal data by AI systems. The risks, in particular, include penalties
under criminal liability (Art. 137 of the RF Criminal Code “Violation of
Personal Privacy”), administrative liability (Art. 13.11 of the RF Code of

2 Available at: URL: http://www.consultant.ru/document/cons_doc LAW_ 61801/
(accessed: 08.05.2022)

# Ibid.

% Judgment of Arbitration Court of Moscow on Case No. A40-5250/17-144-51. 05
May 2017 // Available at: URL: https://sudact.ru/arbitral/doc/YLVZ7F3cAwUO/ (accessed:
04.05. 2022)
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Administrative Offences “Violation of the Law of the Russian Federation in
the Field of Personal Data”), civil liability (Art. 15 “Recovery of Losses due
to Violation of Personal Data Processing Rules”, Art. 151 of RF Civil Code
“Compensation of Moral Damages”, Art. 24 of Federal Law No. 152-FZ “In-
fliction of Emotional Distress (Moral Suffering) to a Citizen due to Viola-
tion of Personal Data Processing Rules”), and disciplinary liability (Art. 90,
192 “Other Violations in the Field of Personal Data Processing”, subpara-
graph “C”, Paragraph 6, Subparagraph 1, Art. 81, “Disclosure of Personal
Data by an Employee” of the RF Labor Code.)

If the above risk scenarios are realized through the fault of the data op-
erator, this will not only entail quite material losses for the judicial system,
but also a heavy blow to the business reputation of the judiciary bodies.

The law does not regulate the issue of civil and criminal liability arising
from the use of Al systems in the administration of justice: e.g., the person
responsible for making a likely inappropriate, unlawful, erroneous decision
in a particular Al technology case has not been identified.

In the case of the “Chinese” scenario of introducing Al into judicial
practice, the software developer is likely to become the responsible person.
In this case, the courts will additionally have the responsibility to protect
data processed by Al

It is worth noting that, unlike the Peoples’ Republic of China, the Rus-
sia does not have a structure, which is similar to the National Data Ad-
ministration of China (so there is a reason why NDA, the acronym name
of this body, coincides with the common designation of a confidentiality
agreement) and which should be responsible, among other things, for the
circulation of personal data processed by Al

Several foreign researchers note that as a result of implementation of AI
technologies in the judicial practice, e.g., in China, “one should get ready for
the undermining of the judiciary by technology companies and the capital
731 The intelligent judicial SoS (system of systems) is now connected to the
desktop of each judge in the PRC. Based on machine learning technology,
it automatically searches for similar cases, “suggests” laws and regulations,
drafts legal documents, and modifies alleged human errors in the verdict,
if any. According to Xu Jianfeng, director of the Information Centre of the

*! China’s court Al reaches every corner of justice system, advising judges and stream-
lining punishment // URL.: https://www.scmp.com/news/china/science/article/3185140/
chinas-court-ai-reaches-every-corner-justice-system-advising (accessed: 27.05. 2023)
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Supreme People’s Court of China*, this raises a number of questions about
determining who is liable for a judgement that is made using robotic sys-
tems. While Artificial Intelligence advises judges and optimizes punish-
ment, including through the Smart Court interface that allows the system
to access police, prosecution and government databases and integrate with
China’s social credit system, it is not an entity responsible for the decisions
it actually makes as a result of certain generative actions.

The Supreme People’s Court of the People’s Republic of China requires
that a judge must consult with artificial intelligence on every case; if the
judge rejects the AI's recommendation, the system requires a written expla-
nation for subsequent audit. As a result, judges predictably strive to follow
recommendations to avoid having to “challenge the system,” even if the
artificial intelligence chooses a less appropriate reference or law in a par-
ticular case. The result is a decision that is not always optimal and lawful.

In this regard, it has a sense to believe that even before the introduction
of Judicial AGI elements into the domestic judicial practice, it would be
justified and necessary to legally assign the responsibility for errors or other
legal consequences arising in the process of judicial proceedings involving
AT to the institution (authority) that licensed a particular Al interface to
participate in judicial practice. An institution (authority), which actually
owns a certain software product and recognizes its “legal integrity” for par-
ticipation in the judicial process (in Russia it is the Judicial Department at
the Russian Supreme Court), thereby assumes the burden of responsibil-
ity for judgments made using this product. A similar conclusion can be
drawn in cases where an unmanned aerial system involving artificial intel-
ligence makes decisions on the elimination of a person in a combat, and
the responsibility rests not with the developer of the UAV interface or the
executor of the order (the serviceman), but with the agency that is the bal-
ance holder of the unmanned system equipped with a particular software
program.

The legislator and law enforcement agencies advocating the use of Al in
the system of justice have equally failed to fully appreciate the risk of dis-
crimination against the parties to legal proceedings created or reproduced
by AI as a result of algorithmic bias [Kharitonova Yu. S., Savina V.S., Pa-
nyini F, 2021: 488-515], as well as risk scenarios related to vulnerabilities,
automation errors, network failures. For example, network gateways (traf-

32 Ibid.
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fic control servers between the local network of the national justice system
and the Internet) are fully produced by international companies such as
Cisco, Huawei, Panasonic etc. Thus, the system cannot be safe from pos-
sible attacks either now or in the near future. While a sensitive data theft in
a cellular network is a dangerous invasion of privacy, a potential hacking
of the judicial system relying on the infrastructure of unfriendly countries
is fraught with violation of human rights and liberties envisaged by Chap-
ter 2 of the Constitution, particularly in Al-enabled decision-making on
criminal cases.

“We first create the core of the model and teach it to operate with words,
remember their combinations, make logical chains... Next comes a super-
structure to carry certain meanings... It will later manage all processes. If
we adjust (the superstructure) to handle regulations, it will produce — just
as a lawyer —specific answers to specific questions without any ofthand in-
terpretations... The software will develop an understanding of what is ex-
pected from it. The question is who sets the selection criteria as an expert
and for what purpose™® — this is how a domestic developer describes the
creation of a next judicial Al interface.

Conclusion

The disparity of learning sources and their selection criteria, uncertain-
ty of input meanings currently appear to be a key problem that cannot be
resolved in the current regulatory and enforcement context in introducing
AT and its derivatives into the national system of justice. The lack of leg-
islative recognition of subjects of responsibility for decisions made using
AGI makes the corresponding initiatives for its implementation in judicial
practice not only careless, but dangerous.

In this regard, the reference of Al proponents to Argentine where Prom-
etea, an Al-enabled interface, has been used since 2018 for independent
analysis of circumstances on standard lawsuits, with the decisions 100 per-
cent ratified by judges [Atazhanov A., Ismailov B., 2020: 269-284] appears
to be misplaced. The Laser Program to generate well-founded decisions
“on the basis of in-depth analysis of case circumstances and similar de-
cisions” [Stepanov O.A., 2022: 229-237] has failed to be implemented in

> Russia to actively develop substitutes for ChatGPT // Available at: URL.: https://
therussiannews.ru/news/technologies/v-rossii-aktivno-razrabatyvayut-analogi-chatgpt/
(accessed: 25.05.2023).
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the national justice system largely because of the emerging risk scenarios.
V. Shananin noted in addition that “artificial intellect should be implement-
ed exclusively on the principles of human control, selection and priority”
[Shananin V.A., 2022: 143-146].

At the same time, an optimal combination of the national justice system
with AI as a key digitization technology without drifting towards regula-
tory arbitration; proactive compliance policy of development companies
and enforcement agencies coupled with active adoption of new regulations
can provide an adequate basis for supporting a global trend to make Al a
major competitive factor in both domestic and international markets and
an additional driver of economic growth of the Russian business.

References

1. Atazhanov A., Ismailov B. (2020) International experience of intro-
ducing modern technologies into the justice system. Obschestvo i
innovatsii=Society and Innovations, no. 2, pp. 269-284 (in Russ.)

2. Barak A. (1999) Judicial discretion. Moscow: Norma, 376 p. (in Russ.)

3. Galkin D.V., Stepanov A.V. (2021) Security aspects of military Al ap-
plications. Voennaya mys/=Military Thought, no. 4, pp. 72-79 (in Russ.)

4. Haskins A., Arora S., Nilawar U. (2017) Impact of artificial intelligence
on Indian real estate: transformation ahead. Madras: Colliers Radar
Property Research, 13 p.

5. Kharitonova Yu.S., Savina V.S., Panyini F. (2021) A bias of Al algo-
rithms: issues of ethics and law. Vestnik Permskogo gosudarstvennogo
universiteta=Perm State University Bulletin, issue 53, pp. 488-515 (in
Russ.)

6. Kok J., Boers E., Kosters W. et al. (2009) Artificial intelligence: defini-
tion, trends, techniques, and cases. In: Encyclopedia of life support sys-
tems. Artificial intelligence. J.N. Kok (ed.). Paris: Eolss Publishers, 401 p.

7. Laptev V.A. (2019) The concept of artificial intelligence and liability.
Pravo. Zhurnal Vysshey shkoly ekonomiki=Law. Journal of the Higher
School of Economics, vol. 12, no. 2, pp. 79-102 (in Russ.)

8. Makarikhina O.A. (2014) On judicial discretion in civil and arbitration
proceedings. Arbitrazhniy i grazhdanskiy protsess=Arbitration and Civil
Process, no. 6, pp. 14-17 (in Russ.)

9. Morkhat P.M. (2018) Judicial Al as a way to overcome judicial discre-
tion. Teoriya i istoriya prava i gosudarstva=Theory and History of Law and
State, no. 5, pp. 6-11 (in Russ.)

79



Articles

10. Morkhat P.M. (2017) On defining the concept of artificial intelligence.
Teoriya i istoriya prava i gosudarstva=Theory and History of Law and
State, no. 12, pp. 25 -32 (in Russ.)

11. Pokrovskiy I.A. (1998) Main problems of civil law. Moscow: Statut,
349 p. (in Russ.)

12. Rissland E. (1990) Artificial Intelligence and Law: Stepping Stones to
a Model of Legal Reasoning. Yale Law Journal, vol. 99, no. 8, pp. 1957-
1981.

13. Russell S., Norvig P. (2010) Artificial intelligence: a modern approach.
Boston: Prentice Hall, 1132 p.

14. Shananin V.A. (2022) Using Al system in judicial practice. Yuridiches-
kaya nauka=Legal Science, no. 11, pp. 143-146 (in Russ.)

15. Stepanov O.A., Basangov D.A. (2022) On the prospects of Al im-
pact on legal proceedings. Vestnik Tomskogo gosudarstvennogo
universiteta=Bulletin of Tomsk State University, no. 5, pp. 229-237 (in
Russ.)

16. Strawson P. (1952) Introduction to logical theory. London: Macmillan,
266 p.

17. Talapina E.B. (2022) Al-aided data processing and discrimination
risks. Pravo. Zhurnal Vysshey shkoly ekonomiki=Law. Journal of the
Higher School of Economics, vol.15, no. 1, pp. 4-27 (in Russ.)

18. Tretyakova T.N., Karamanukyan D.T. (2020) The concept of judicial
discretion. International journal of professional science, no. 2, pp. 5-8
(in Russ.)

Information about the author:
V.A. Rodikova — Postgraduate Student.

The article was submitted to editorial office 30.06.2023; approved after
reviewing 10.08.2023; accepted for publication 10.08.2023.



Legal Issues in the Digital Age. 2023. Vol. 4. No. 3.
Bompoce! mpaBa B 1ju¢poBylo s1moxy. Tom 4. Ne 3.

Research paper
VIK: 342
DOI:10.17323/2713-2749.2023.3.81.96

Artificial Intelligence
Governance and China’s
Experience under

the Community of Common
Destiny for Mankind Concept

EEI Jia Shaoxue

Center for International Legal Training and Cooperation for the SCO, Shanghai
University of Political Science and Law, 7989 Weigingsong Ave., Qingpu District,
Shanghai 201701, China

Abstract

In recent years artificial intelligence (Al), backed by big data and the Internet, has
been rapidly developing and determining the future direction of the world’s science
and technology development. Although artificial intelligence is beneficial to the sci-
entific and technological revolution and industrial modernization of mankind, it has
also brought new risks. People pay more and more attention to the potential risks of
artificial intelligence that should be effectively managed. Artificial intelligence risks
are characterized by the diversity of technological threats, the similarity of Al risks
faced by different countries and the high complexity of governance, something that
requires concerted efforts by all countries. It is necessary to carry out the devel-
opment of artificial intelligence in the country from the perspective of the common
interests of mankind, ensure the safety and manageability of artificial intelligence,
and strengthen international cooperation. At present Western countries advocate
the concept of technological hegemony and technological monopoly, and develop-
ing countries have little opportunity to express their opinions on the governance of
artificial intelligence, and China’s Community of the Common Destiny for Mankind
Conceptis necessary for the governance of artificial intelligence. Based on that con-
cept, the paper explores China’s new practices and proposals for the domestic and
international Al governance. In response to the problem of overuse and misuse of
new technologies, China proposes to establish an artificial intelligence governance
system that includes joint management by various actors, open and transparent reg-
ulation, comprehensive consultations, and the development of effective evidence-
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based laws, so as to promote the beneficial development of artificial intelligence in
the future and contribute to the deepening of Al governance based on the Chinese
proposal.
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Background

Humanity has embraced the age of artificial intelligence. A major driving
force of the fourth industrial revolution, AI technology is giving a new lease
of life to such important sectors as military science, finance, education, sci-
ence and technology, culture etc., while providing enormous capabilities for
the historical evolution of humankind and creating a new model of global
development [Shen X., Shi B., 2018:15]. Al is shaping the future of human
society in an unprecedented way. While countries take the inherent chal-
lenges of Al technologies seriously, uncertainty of the risks is a major social
concern. In the context of already existing or likely threats in the course of
AT evolution, countries need to manage and regulate these risks as a matter
of priority. At present, both domestic and international academic circles lack
an analysis of the Chinese concept and approach to Al governance. For this
reason, this paper dwells on Chinas Community of Common Destiny for
Mankind concept to discuss the peculiarities of AI governance and Chinese
proposal to manage AI with the global development prospects in view.

1. Specifics of Al Threats

An enormous commercial and social value of AI technologies is now
propagating them across different spheres of life. As a new generation of
information technologies, AI normally exists in the form of software and
hardware to include a host of applications responding to vision, hearing
and different sensory stimuli such as imitation of human games, language
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translation, automated driving, face recognition etc. Depending on the use,
the following three Al categories could be distinguished: weak artificial in-
telligence, artificial general intelligence, artificial superintelligence.

Weak artificial intelligence covers Al technologies endowed with some
cognitive capability and widely used in everyday life, such as voice recogni-
tion, translation, face recognition etc. This type of Al has enjoyed the most
large-scale development and marketing success.

Artificial general intelligence has cognitive ability matching that of man,
with a single Al system able to perform a multitude of cognitive activities
and behave intelligently, such as managing unmanned combat aircraft for
an autonomous analysis of terrain and assessment of threats, functioning as
generative Al, etc. [Zhang L., 2023: 126-128].

Artificial superintelligence has a cognitive ability beyond that of man,
only to surpass man in such spheres as scientific innovations and autono-
mous production of knowledge.

Thanks to a breakthrough in data science, computing capabilities and
algorithms, AT has entered a new age of explosive development. Some re-
searchers believe that Al will evolve exponentially, once the singularity lim-
it is overcome [Han Y., Zhang F, Peng J., 2023: 122]. The greatest peculiar-
ity of artificial intelligence is the likelihood of becoming self-conscious in
the future [Yu N., 2017: 95-96]. If Al is not guided by human standards and
not restrained in its growth, the risk will become unmanageable. AI tech-
nologies have inherent risks and threats which for practical governance
translate into the following aspects:

First, Al-related threats are diverse. Technological threats are largely
concentrated in the following spheres: in the military sphere, Al is able to
make independent decisions while its ability to collect and analyze huge
amounts of data can undermine the traditional methods of warfare such as
the use of unmanned aircraft and other types of arms, only to increase the
gap in military power between countries. As regards the economy, Al will
replace man and change the future of work to inevitably generate deeply
rooted conflicts in the global social structure resulting in segregation and
inequality [Ma C., 2018: 48-55]. Al also affects the industrial development
at the national level which can create financial risks, sectoral monopolies
and other negative implications. In the social sector, Al technologies are
subject to algorithmic discrimination and biases to give rise to legal and
moral dilemmas fraught with considerably more violations of privacy and
ethical risks. In short, Al technologies gradually affect human behavior and
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result in risks not predicted by system developers, only to engender mul-
tiple threats for human society with regard to employment, law, privacy,
ethics and security [Wu S., Luo J., 2018: 112-114].

Second, countries face similar Al risks. In the age of globalization, many
Al-related issues of political governance are of global importance. As Al
technologies spread out, the underlying risks grow and progress across
the world, with characteristically cross-border dissemination from the na-
tional to international level. No country, organization or person can inde-
pendently handle AT technological threats. The reliance of artificial intel-
ligence on big data for algorithmic operation results in security risks such
as personal data and state secret leakages — for example, widespread theft
of personal data, intrusion into public networks and loss of control over na-
tional data, something that no sovereign state with a traditional closed gov-
ernance system can be safe from. Moreover, the global use of Al technolo-
gies is faced with general problems. For example, there is research across
the world to develop self-driving vehicles, only to result in numerous legal
problems. Who will be held responsible in the event of an accident between
a self-driving vehicle and a human driver, if neither party is at fault? There
is a need to assign and accept the relevant legal obligations.

Third, Al-related risk management is complex one. Al governance has
moved beyond the scope of relationships between individuals up to the in-
tergovernmental level and, not confined to the protection of privacy, data
leakage etc., extends to the level of human consciousness, operation of state
and society. Countries are faced with the choice of methods to govern Al
Disputes between countries on who has the right to formulate and interpret
the Al governance rules have made the global cooperation in this area prob-
lematic. With the importance of AI governance recognized worldwide over
the last few years, the trend for an independent way has become relatively ob-
vious in practice. Governing Al requires not only a generally accepted con-
cept but also technical implementation in the form of rules. Since Al tech-
nologies have a global scope in different countries, cultures and spheres, the
success will depend on cognitive understanding of each country and at the
same time on the extent of concerted action by the international community.

2. Pressing Problems of Al Governance

To explore Al governance, one need to first have basic theoretical under-
standing. The core Al governance elements are several and include subjects,
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objects and methods of governance. The first largely include governments,
international organizations, public institutions etc. Objects of governance
include Al technologies themselves and related problems. Methods — that
is, specific means and policies to govern Al — largely cover ethical limita-
tions, technological innovations, regulatory and legal provisions reflecting
the rules, concepts and the underlying values to be observed in using Al
technologies. The joint efforts of all subjects result in control over an ob-
ject of governance to provide a basis for addressing global challenges and
transnational threats which emerge in the process of technological change.
A current controversy over who should direct Al governance, what is ef-
ficient as regulation, what values should be upheld and what methods ad-
opted prevents collective action, with AI governance becoming a global
social problem affecting the interests of the population at large, problem of
competition and difficulties to conceptualize values.

2.1. Diverging Interests of Al Governance Subjects

AT governance subjects include public authorities, non-governmental
organizations (NGOs), enterprises, research centers, private individuals
etc. Governments assume the leading role in AI application, research and
development; high-tech companies act as developers and suppliers while
NGOs, research institutions and individuals are important parties in terms
of relevant assessment and opinion. Depending on the governance scope,
the activities of numerous parties involved in this process normally take
place on two different levels: national and international.

AT governance at the national level is a very complex task involving
conflicts of interest between different subjects. While new AI should be
regulated, overly rigid regulation will obstruct technological process, with
businesses interested in minimal provisions for more profits and room for
independent decision-making; meanwhile, the public sector will opt for
stability and security including to avoid non-ethical and illegitimate use
of the technology. NGOs, research centers and individuals are watchdogs
to guard against moral prejudice, discrimination, racism, human rights
and other Al-related problems, and perform the monitoring function with
regard to public opinion by producing societal moral judgments in the
process of governance. In the age of Al, too strict or relaxed regimes will
concern the interests of each subject resulting in a chaotic AI governance
pattern from the perspective of law, ethics and economy.
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AT governance at the international level is not only an intrinsically tech-
nical problem but also that of international development standards. The
economic foundations and technological resources of countries are imbal-
anced on the international scale, with evident disproportions and deviations
observed in the technological development. The international community
has realized that common standards contribute to global development of
AT but the harmonization process is not simple. Moreover, technological
Al standards vary across countries and regions. Policy development will
normally fall behind the speed of technological change: decision-makers
cannot fully understand Al for lack of adequate experience, only to make
wrong decisions, with cooperation mechanism between civil servants and
technology researchers often absent. Moreover, despite the adoption of cer-
tain national technological standards by the international community, in-
ternational organizations at the sectoral level cannot engage in a technical
dialogue for lack of the relevant practical experience.

2.2. Aggravating Competition for Al Governance

Thanks to an overall breakthrough in three core components — data,
algorithms and arithmetic capability — AI has demonstrated a capacity
matching or even surpassing that of man in spheres such as education and
technologies, traffic management, financial investment, legal proceedings
to become a field for competition between countries [Li C., 2021: 127-128].
The progress in Al technologies is related with the increase of competitive-
ness. The international technological rules and coordination mechanisms
applicable to Al are currently dominated by the governments of developed
countries such as the United States. Over the last few years the United
States, European Union, OECD and other large countries and organiza-
tions worldwide have been following each other in launching AI policy
plans to resolve pressing issues.

The European Al Strategy builds on trust as a prerequisite of the hu-
man-centered approach to Al In April 2019, the European Commission
published the Building Trust in Human-Centric Artificial Intelligence’, a
document describing the key requirements and concept of trustworthy Al
presented by the High-Level Expert Group on Al in the Ethics Guidelines
for Trustworthy Al. According to the Guidelines, a trustworthy AI should
be: lawful — respecting all applicable laws and regulations; ethical — re-

! Available at: https://ec.europa.eu/digital-single-market/en/news/communication-
building-trust-human-centric-artificial-intelligence (accessed: 01.09.2023)
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specting with ethical principles and values; robust — both from a technical
perspective and taking into account its social environment?.

On 22 May 2019 the OECD countries officially approved the first package
of intergovernmental Al principles by approving international standards of
robustness, security, sustainability, fairness and safety of AI systems’.

In May 2023 the US Administration published a new National AI R&D
Strategic Plan defining key priorities and purposes of the Federal Govern-
ment’s investments into Al research and development’. As part of the inter-
national efforts to ensure responsible use of AI, the G7 initiated the same
month the AT Hiroshima Process which promotes an open and constructive
dialogue on the implications of AI tools such as ChatGPT, an AI model sup-
ported by Microsoft OpenAl. Moreover, at the Hiroshima summit the G7
leaders stressed the need in developing and adopting the relevant technical
standards to support Al “robustness”. They also noted the importance of en-
suring the compliance of Al advances with common democratic values’.

On 8 June 2023 the United States and United Kingdom approved the
Atlantic Declaration for economic partnership underlined the need in fur-
ther strengthening of cooperation in such fields as artificial intelligence to
ensure the American and British leadership in the key and novel technolo-
gies®. This Declaration reaffirms the fact that Western countries will be fully
involved in the global governance of the emerging technologies to make it
a major field for further discussions and global leadership.

Governments currently regard Al technologies as a key to the future
of their countries, thus manifesting a clearly national interest. For lack of
a major coordinating body vested with absolute powers, many countries
have set for a dominant position in AI governance rules on the argument of
technological gap and technological inequality. Striving to secure the maxi-
mum domination, Western countries headed by the United States are tak-

* Available at: https://ec.europa.eu/digital-single-market/en/news/ethics-guidelines-
trustworthy-ai (accessed: 31.08.2023)

* Available at: https://globalcentre. hse.ru/news/276245330.html?ysclid=Imbc9egy9e
516596400 (accessed: 02.09.2023)

* Available at: https://d-russia.ru/administracija-ssha-opublikovala-novyj-strategiche-
skij-plan-issledovanij-i-razrabotok-v-oblasti-iskusstvennogo-intellekta.html (accessed:
03.09.2023)

* Available at: https://www.fullrio.com/economy-70466 (accessed: 03.09.2023)

6 Available at: https://baijiahao.baidu.com/s?id=1771350683397528978&wfr=spider&
for=pc (accessed: 03.09.2023)
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ing steps to hold back the developing countries and break away from them
in the technological development, only to further undermine the coopera-
tive nature of the global Al governance. In the age of artificial intelligence,
the workforce from developing countries is involved in the international
division of labour on much looser terms, with the governing power of sov-
ereign countries in decline [Han Y., Zhang E, Peng J., 2023: 138-139]. The
problem of technological inequality is obstructing technological progress
in developing countries while an enormous potential of the leading nations
may finally result in a technological hegemony [Mei L., 2023: 53]. Today
developing countries do not have much to say on Al governance as the
projects they are involved in are relatively few. For this reason, developing
countries need to constantly improve their technological potential in this
field and promote a reform of the existing global system of Al governance
in the interest of their own development.

2.3. Lack of Value-based Consensus in Al Governance

The process of technological development of Al is closely related with
the world’s global development path, civilizational concepts and ideologies.
Due to the specifics of political systems, national contexts and cultural tra-
ditions the Al-related technological policies worldwide largely differ and
have different values in view. Many countries are attempting to impose Al
values to promote their own development needs and interests while stick-
ing to a technological model underpinned by their core values. While on
25 November 2021 the United Nations Educational, Scientific and Cultur-
al Organization (UNESCO) adopted the Recommendation on the Ethics
of Artificial Intelligence’, the first ever global standard on Al ethics, such
global awareness standards are few and not binding.

AT should be underpinned by right values with fairness and equity as
the main value-based principles, otherwise it can depart from its original
purpose to become a tool for those in power to keep their privileges [Sun
W., 2017:120-126]. There is currently no universally applicable regulatory
system with international AI governance rules [Zhu M., Xu C., 2023: 1037-
1049]. From the global perspective, the diverging governance concepts
in different countries are a major problem for AI governance. Al systems
worldwide are influenced by different values, only to prevent the effective
cooperation for global Al governance. Western countries headed by the

7 Available at https://d-russia.ru/junesko-prinjala-rekomendaciju-ob-jeticheskih-aspe-
ktah-iskusstvennogo-intellekta.html?ysclid=Imbgz5ysye848477271 (accessed: 02.09.2023)
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United States are attempting to dominate by combining values with tech-
nological monopoly to keep their leadership and the established world or-
der. Apart from the technology as such, the United States clearly showcase
the values of the Western world — freedom, democracy and the rule of
law — while underlining that AI technologies should comply with Ameri-
can values and interests. Imposing “unilateral” values on other countries
aggravates the existing conflicts in the global AI governance.

3. China’s Al Governance Proposals

The extent of reducing Al-related risks depends on evidence-based
governance mechanism to be created. Based on the regulatory framework,
countries should ensure ethical support for the development of relevant
technologies and interpretation of algorithms, as well as a proper balance
between technical responsibility and ethics, so that AI systems could be
used in a fair, transparent and safe environment. In a deeper sense, Al chal-
lenges the subjective status of “man”, only to pose questions such as how
man and machine can co-exist; how the legal liability between man and
machine can be defined; and how AT’s legal status and liability can be deter-
mined. The primary purpose of AI governance is to ensure safety of man,
so that machines would comply with the existing moral and value-based
human attitudes. China’s concept of the Community of Common Destiny
for Mankind does not only follow the logic of common human develop-
ment but also paves a realistic way to address the Al development dilemma.

3.1. Promoting collective governance of multiple subjects

AT development involves multiple stakeholders to require collective par-
ticipation of many subjects in Al governance. Domestically, each state has
to establish linkages between companies and government agencies to shape
a cooperation model in a competitive context; companies should be made
to comply with their social obligations and follow the principles of safety in
developing and applying new technologies; civil society should play a moni-
toring role in achieving social consensus, promoting common goals and im-
proving the efficiency of Al governance. Globally, there is an evidently one-
sided trend in Al governance, with developing countries less involved in these
efforts and unable to make their voice heard. The Al governance community
should involve not only developed economies but also developing nations.
From the global perspective, Al governance concerns common interests of
all mankind, something that requires to fully account for a balanced devel-

89



Articles

opment of global AI technologies and give more voting power to develop-
ing countries to promote a favourable impact of Al technologies worldwide
by bridging the digital divide. AI governance should promote openness and
cooperation, fully mobilize the enthusiasm of multiple stakeholders, shape a
truly multi-principle model of governance involving national public authori-
ties, R&D companies, international organizations and civil society, bring to-
gether the existing governance platforms and institutions on the global scale,
create and improve a wider platform for international cooperation.

The Community of Common Destiny for Mankind concept assumes
joint consultations and cooperation, and respect for common interests
of all mankind. Being part of the overall structure of the Community, the
global multi-level synergetic cooperation is a major element of China’s in-
volvement and promotion of the global AI governance. AI development is
hinged on the synergetic governance system shaped at the global level by
cooperation between all parties. China adheres to the Community of Com-
mon Destiny for Mankind, opposes the technological monopoly of a few
countries in AT and focuses on joint cooperation of all countries and espe-
cially on technological exchanges between developing countries. In 2017,
China created the Agency for Promotion of Development Planning of New
Generation Al to organize and implement development planning of new
generation Al and major R&D projects®. Universities, research centers and
companies have established AI committees for advice on Al-related imple-
mentation issues. The government has created a system for promoting Al
advances for better social governance and guidance. An important goal is
to develop sectoral guidelines for self-regulation of the AI sector and for
sharing of the best AI development practices with those in need.

3.2. Creating an open and transparent regulatory mechanism

A majority of Al-related innovations are implemented by the global
technological powers such as Western countries, hence the importance of the
policies for responsible technological regulation for these countries. In the glo-
balized world, the question of how to minimize the negative implications of
technologies through regulation is the key for governing Al Europe and the
United States are reinforcing the legal regulation of Al On 14 June 2023 the
European Parliament has voted for the approval of the AT Act which became
the world’ first comprehensive regulation on Al to pass the parliamentary pro-

8 Available at: https://www.sohu.com/a/646248011_121106842 (accessed: 02.09.2023)
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cess. The Act purports to supervise Al systems by classifying them across four
risk categories ranging from “minimum risk” to “unacceptable risk™.

In terms of normative regulation and innovations, countries largely
differ from each other. To address this issue, governments should strike
an optimal balance between regulation and innovation without going to
extremes like over-regulation or whateverism. Moreover, since a common
regulatory system serving the interests of a few technologically advanced
countries will inevitably fail, it is necessary to take into account common
regulatory interests of countries as part of international cooperation and
set up a multi-party Al regulatory network. With each country being
a“regulator” and “competitor” at the same time, they will jointly work to es-
tablish a common, transparent and interpretable regulatory regime for AL

While attaching much importance to the development and use of Al
technology, China proposed to make Al part of the national development
priorities back in 2015 to promote deep integration of Al into political
and social life and to use the national leadership for regulatory guidance
to ensure sound and robust development of the Al industry. Domestically,
China strives to improve the open and transparent Al regulatory system
and to develop a system of rapid response to technological risks. At the
international level, the focus is made on the joint regulatory involvement of
the global community. China proposes to step up the research on the global
issues of common interest, upholds the creation of international organiza-
tions on Al and joint development of the relevant international standards.
With reliance on the Community of the Common Destiny for Mankind
concept, China is hoping to promote common and transparent regulatory
standards at the global level for safe and widespread use of Al technologies.

3.3. Towards the Principle of Comprehensive Consultations

The social impact of artificial intelligence is largely about human val-
ues. The strife towards universal human values embraces peace, equity, de-
velopment, justice, democracy, freedom etc. In view of the complexity and
diversity of human societies and abstract expression of human culture, the
global AI governance consensus should be upheld by the principal ques-
tion — common destiny of mankind. Since Al affects all mankind, AI gover-
nance should be human-centered and provide for human interests and hu-
man agency. Governments and societies should collectively work to ensure

° Available at: http://news.sohu.com/a/687493860_121124603 (accessed: 02.09.2023)
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human autonomy in governance practices [Gao Q., 2020:101]. At present,
several international organizations have proposed reference frameworks for
regulating Al governance but the global Al governance mechanism is yet to
be improved, with no common reference framework in place.

In June 2019 China has published the Principles of New Generation Al
Governance for Responsible AI'. It differs from Al guidance issued by oth-
er countries in more focus on the importance of jointly building the Com-
munity of Common Destiny for Mankind for sustainable economic, social
and environmental development based on the cooperative model rather
than the one dominated by any single country. In particular, China has
put forward eight principles including harmony and friendship, integrity
and equity, inclusion and joint use, respect for privacy, safety and control,
common responsibility, openness and cooperation, flexible governance. Al
should be developed to preserve social stability, with responsible Al to be
implemented on the basis of a comprehensive review of risk management
initiatives. Thus, the Principles of New Generation AI Governance for
Responsible AI encourage coordination and cooperation between global
organizations, public authorities, research centers, education institutions,
companies, civil society and population for promoting Al development
and governance, as well as underline the need in a broad consensus with
regard to the international Al governance system, standards and norms
established with the help of international organizations.

In June 2020 China’s research centers published the White Book for Sus-
tainable AI Development putting forward for the first time ever the prin-
ciple of sustainable AI development based o‘respect for consultations and
study of the engagement culture”as well as the solution to future AI gover-
nance problem by“promoting sustainable development of the AI industry
and creating the Community of Common Destiny for Mankind"'. In pro-
moting the synergetic cooperation between countries, China is striving to
set up a cooperative platform on Al, with relevant issues proposed for the
agenda of the G20, APEC and BRICS workshops or those held on a bilat-
eral basis. China advocates a global AI governance mechanism based on
the Community of Common Destiny for Mankind concept to make sure
that AI governance serves to achieve common good, remove the digital di-
vide, ensure social equity and justice, observe moral and ethical standards,
contribute to the progress of human civilization.

10 Available at: https://m.gmw.cn/baijia/2021-06/29/34959031.html (accessed: 05.09. 2023)

' Available at: https://baijiahao.baidu.com/s?id=1670258881368998719&wfr=spider
&for=pc (accessed: 05.09.2023)
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3.4. Developing and Approving Effective
and Evidence-based Laws

The spectacular development of Al technologies since the early XXI
century had a considerable impact on the existing legal system and public
governance methods, with the disruption of law and order being a major
challenge faced by mankind. The regulatory failure and disruption of law and
order are manifested at the central level as“governance deficiency”’[Zhang W.,
2021: 18-23]. The Al challenge theoretically means that certain traditional
legal concepts or views no longer compatible with Al are to be amended
accordingly [Chen J., 2018: 137-138]. The inadequacy of laws and regula-
tions to identify persons at law and assign liability for Al products can im-
pact the development of related sectors. China actively advocates “human-
centered”Al serving “a good cause”. Chinas AI governance system is now
evolving towards comprehensive and delicate governance based on exploring
a possibility to have a governance system combining “soft ethics” and “tough
law”. Academic lawyers have conducted profound studies in the area of data
rights, confidentiality in the Internet, personal data rights, core human rights
and other aspects of different subjects, with positive results being achieved
[Chen P, 2018: 71-72]. Following the idea of security and parallel develop-
ment, China has adopted a number of underlying laws and policies to regu-
late and transform the new generation of Al technologies.

The improvement of laws and regulations on Al-related data security
comes first. Public and regulatory authorities have adopted the relevant
regulations to respond to regulatory needs in their respective domains in
a positive way. The Provision for the Development of New Generation Al
(published on 20 July 2017) is a policy document to develop Al in China
before 2030 with a focus on the goals, key objectives and guarantees of the
new generation Al Based on this document, China has adopted and made
effective a number of regulations such as the Law on Personal Data Protec-
tion (in force since 1 November 2021) which provides that no organization
or individual can illegally gather, use, process or transmit personal data of
other individuals, illegally offer for sale, provide or disclose personal data
of others; they should not engage in personal data processing operations
that pose a threat to national security or public interest. The Law on Data
Security (in force since 1 September 2021) expands the importance and
scope of data application with a special focus on the data security regime.

Defining the development limits of Al technologies comes second. Al
is an emerging technology to be regulated with an adequate account for
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innovative developments and applications while providing for tighter regu-
lation of the legal liability of developers, suppliers and users, and defining
their core obligations by formulating relevant laws. In 2020, the legisla-
tive plan of the Standing Committee of the National People’s Congress (SC
NPC) mentioned Al-related legislation and regulation by explicitly noting
aneed to focus on legal issues related to new technologies and fields such as
artificial intelligence, blockchain and gene editing. To implement the legis-
lative plan, China has adopted the following regulations: Ethical Code for
the New Generation AI (published on 25 September 2021) to guide natu-
ral and legal persons involved in Al-related activities on ethical standards;
Provisions on Promoting the AI Industry Development in the Shenzhen
Special Economic Zone (in force since 1 November 2022), Chinass first by-
law to promote the sector’s development; Provision on Managing Algorith-
mic Recommendations for Web-Based Information Services (in force since
1 March 2022) to impose the main responsibility for algorithmic security
on platform companies and to provide users with the right to chose rec-
ommendations and delete data labels; it also contains a clear requirement
to algorithmic recommendation services to observe public morals [Xu K.,
2022: 125-130]; Provision on Governing the Deep Synthesis of Web-Based
Information Services (in force since 10 January 2023) which provides that
deep synthesis technologies cannot be used for any activity prohibited by
laws and regulations, with suppliers to assume the main responsibility for
security. All this reflects the value-based focus on disseminating algorithms
for common good at the level of algorithmic governance in China. Final-
ly, the Time-Bound Policies for Governing the Generative Al Services (in
force since 15 August 2023) contribute to managing the relevant risks as a
bylaw applicable to generative Al [Zhang X., 2023: 43-48].

Conclusions

The development of laws and regulations in different countries lags be-
hind and is not adequate to the explosive growth of AI technologies, with
the issues of how to determine the vector of technological progress, set
up a platform for cooperation, formulate governance standards and assign
risks and responsibilities yet to be properly resolved. As the world becomes
globalized, a major factor is the development of common and coordinated
AT governance rules, something that requires a unanimous consensus be-
tween countries on global governance vectors and rules to be achieved with
the help of international mechanisms. To address common problems faced
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by mankind, China has put forward the Community of Common Destiny
for Mankind concept as a clear reference for promoting global Al gover-
nance, and argues for stronger international cooperation based on equality
and mutual assistance, with all countries to achieve the shared use of infor-
mation and collectively establish the AI governance system.
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Abstract

The article delves into the risk-based approach underpinning the draft EU Artificial
Intelligence Act. Anticipated to be approved by the end of 2023, this regulation is
poised to serve as a cornerstone in the European Union’s legal framework for
governing the development and deployment of artificial intelligence systems (Al
systems). However, the ever-evolving technological landscape continues to present
novel challenges to legislators, necessitating ongoing solutions that will span years
to come. Moreover, the widespread proliferation of foundation models and general
purpose Al systems over the past year underscores the need to refine the initial
risk-based approach concept. The study comprehensively examines the inherent
issues within the risk-based approach, including the delineation of Al system
categories, their classification according to the degree of risk to human rights, and
the establishment of optimal legal requirements for each subset of these systems.
The research concludes that the construction of a more adaptable normative legal
framework mandates differentiation of requirements based on risk levels, as well as
across all stages of an Al system’s lifecycle and levels of autonomy. The paper also
delves into the challenges associated with extending the risk-oriented approach to
encompass foundation models and general purpose Al systems, offering distinct
analyses for each.
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Introduction

The draft EU Artificial Intelligence Act' (AIA Draft) is a comprehensive
act intended to regulate interactions in most of the areas related to the de-
velopment and application of Al systems [Veale M. et. al., 2021: 112]. The
EU initiated its development in 2018 involving a wide range of experts and
the business community. As part of this work, a number of conceptual pa-
pers were presented that gradually formalised the key principles on which
the future act was based. ? The first text of the Draft was published in April
2021. In June 2023, the European Parliament approved the document with
its amendments. This was followed by the trilogue stage, which involves
agreeing on a unified text of the document on the basis of the positions
worked out by the agencies. According to Euro MPs, the Draft will be ap-

! Proposal for a regulation of the European Parliament and of the Council laying down
harmonised rules on artificial intelligence (Artificial Intelligence Act) and amending cer-
tain union legislative acts. Available at: URL: https://eur-lex.europa.eu/legal-content/EN/
TXT/?uri=CELEX:52021PC0206 (accessed: 30.08.2023)

2 The most important of them are: Ethics guidelines for trustworthy Al. Available at
URL: https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai;
Policy and investment recommendations for trustworthy Artificial Intelligence. Availa-
ble at URL: https://digital-strategy.ec.europa.eu/en/library/policy-and-investment-rec-
ommendations-trustworthy-artificial-intelligence; High-Level Expert Group on AI: Fi-
nal assessment list on trustworthy AI (ALTAI). Available at URL: https://digital-strategy.
ec.europa.eu/en/library/assessment-list-trustworthy-artificial-intelligence-altai-self-as-
sessment; White Paper On Artificial Intelligence — A European approach to excellence
and trust. Available at URL: https://commission.europa.eu/system/files/2020-02/commis-
sion-white-paper-artificial-intelligence-feb2020_en.pdf (accessed: 08.10.2023).
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proved by the end of 2023. According to the latest version of the text, the
Draft will be in force twenty four months after its approval.

The AIA Draft is risk based, that involves differentiating the requirements
for bringing AI systems to market depending on their potential risk to hu-
man rights. In one form or another, this approach is the basis of regulatory
concepts in many countries, including the USA®, China*, and Russia.” How-
ever, it is in the EU that it is closest to legislative implementation. Legisla-
tors in other countries and regions are either closely studying the European
experience or directly declare their desire to adopt it [Gstrein O., 2022: 755].

The broad substantive and extraterritorial scope and the depth of detail
make the Draft an extremely important document on a global scale, with
the potential to have a major impact on the regulation across many coun-
tries [Greenleaf G., 2021: 9]. This trend has previously characterised other
acts of the European Union and has been referred to in the academia as the
Brussels Effect® [Balford A., 2012: 19].

It is also worth noting that technology companies planning to place their
Al products on the EU market are looking for a policy on the development

* See ideas on different groups of legal requirements for Al systems depending on the po-
tential risk of their application, which are contained in the most important documents char-
acterising the US approach: Blueprint for an AI Bill of Rights. Available at: URL: https://www.
whitehouse.gov/ostp/ai-bill-of-rights/ (accessed: 08.10.2023) 1 NIST AI Risk Management
Framework. Available at: URL: https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI1.100-1.pdf (ac-
cessed: 08.10.2023). The need for a risk-based approach has also been repeatedly expressed at
US Congressional hearings on new legislative initiatives. The same approach is also reflected
in the bill introduced in September by Senators R. Blumenthal and J. Hawley’s Bipartisan
Framework for U.S. AT Act. Available at: URL: https://www.blumenthal.senate.gov/imo/me-
dia/doc/09072023bipartisanaiframework.pdf (accessed: 08.10.2023)

* See Artificial Intelligent White Paper 2022 describing China’s regulatory approach
and including a provision combining a risk-based approach with the level of autonomy
(the proposal is to establish three groups of Al systems according to their level of autonomy
and three groups according to the risk of their use in relation to human rights). Available
at: URL: https://cset.georgetown.edu/publication/artificial-intelligence-white-paper-2022/
(accessed: 08.10.2023)

* The Concept for the Development of Regulation in Artificial Intelligence and Ro-
botics Technologies until 2024 explicitly states that it is premised on a risk-based and hu-
man-centred approach. The Code of Ethics for Artificial Intelligence contains similar pro-
visions. Available at: URL: http://government.ru/docs/all/129505/ (accessed: 08.10.2023)

¢ The Brussels effect refers to the unilateral influence of acts and standards adopted at
the EU level on the legal systems of other countries. A similar phenomenon has previously
been observed, e.g., in laws on data circulation, antitrust regulation, environmental protec-
tion and food safety.
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and use of Al systems that will take into account most of the provisions of
the Draft to facilitate future compliance. Moreover, developers are already
partly taking these requirements into account. For example, a recent study
by a group of scholars from the Stanford Institute for Human-Centered
Artificial Intelligence (HAI) evaluated, using twelve criteria, how well the
most advanced foundation models currently meet the requirements of the
Draft. The authors of the study concluded that the degree of compliance
with the act varies widely from 25% to 75%. However, meeting all or most
of the legal requirements is quite feasible, which will help to improve the
quality of functioning and product safety’.

Thus, in view of the fact that the AIA Draft is the most comprehensive
initiative to date, a study of its approaches is essential for balanced regula-
tion, including regulation in the Russian Federation, because Russia, like
most other states, has not yet moved from the stage of approving concepts
to the development and adoption of laws and regulations. At the same
time, the key principles underlying the Concept for the Development of
Regulation in Artificial Intelligence and Robotics Technologies until 2024
approved by the Decree of the Government of Russia®, are, for the most
part, similar to those contained in the Draft mentioned. Also, technology
businesses planning to participate in the international market in the future
should understand the development of global regulatory trends.

The authors of the paper aimed to explore the risk-based approach con-
tained in the Draft, identify the main regulatory legal requirements im-
posed on entities placing Al systems on the market, and analyse the key
challenges facing the legislator at this stage. The results of this research can
be used by government agencies in the development of concepts and regu-
lations, as well as by businesses in preparing to meet the requirements for
placing Al systems on the markets.

A series of general and specific scholarly methods were applied in the
course of the work. The analysis method was used to divide the Draft and
other statutory acts into separate parts, which allowed for a detailed exami-
nation of their structure and internal elements. The synthesis method was
used to combine the internal elements of the reviewed documents into single
semantic blocks, which contributed to obtaining comprehensive knowledge

7 See: Do Foundation Model Providers Comply with the Draft EU AI Act? Available at:
URL: https://crfm.stanford.edu/2023/06/15/eu-ai-act.html (accessed: 08.10.2023)

8 Available at: URL: http://government.ru/docs/all/129505/ (accessed: 08.10.2023)
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about the subject matter under study. The induction and deduction methods
helped to identify common features and differences characteristic of the way
the risk-based approach is applied in various countries and regions. The sys-
tematic approach helped to systematise and structure the knowledge about
the subject matter under study. The formal legal method was used to study
the provisions of individual legislative acts, which helped to determine the
features of legal regulation of public relations in the area under consider-
ation. The comparative legal method was used to identify the advantages and
disadvantages of the risk-based approach stipulated in the Draft.

The Risk-Based Approach in the Draft:
Features and Key Challenges

1. The Concept of Al Systems
and Their Classification by Risk Levels

1.1. Al Systems Definition in the Draft

To begin consideration of the Al systems and the way they are classified
by the risk level, we have studied their definition given in the Draft. This is
essential for understanding what particular products potentially fall within
its scope. The latest version of the document’ offers the following defini-
tion: “Artificial intelligence system (AI system) means a machine-based
system that is designed to operate with varying levels of autonomy and
that can, for explicit or implicit objectives, generate outputs such as pre-

dictions, recommendations, or decisions, that influence physical or virtual

environments.”

° All the three versions of the Draft contain definitions of the term ‘Al system’ that
slightly differ from each other. The European Commission text (2021): “..software that
is developed with one or more of the techniques and approaches (these approaches are
listed separately in an annex to the document) and can, for a given set of human-defined
objectives, generate outputs such as content, predictions, recommendations, or decisions
influencing the environments they interact with” The EU text: “..a system that is designed
to operate with elements of autonomy and that, based on machine and/or human-provided
data and inputs, infers how to achieve a given set of objectives using machine learning and/
or logic- and knowledge based approaches, and produces system-generated outputs such as
content (generative Al systems), predictions, recommendations or decisions, influencing
the environments with which the AI system interacts”

1 Proposal for a regulation of the European Parliament and of the Council laying
down harmonised rules on artificial intelligence (artificial intelligence act) and amending
certain union legislative acts. Available at: URL: https://eur-lex.europa.eu/legal-content/
EN/TXT/?uri=CELEX:52021PC0206 (accessed: 30.08.2023)
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As this definition is quite broad, it allows including into Al systems a
large number of software products developed on the basis of various meth-
ods and techniques, and not only those based on neural networks or machine
learning techniques. Technology neutrality is another important feature. Al
systems are defined through essential attributes that are inherent to them
rather than by listing relevant technologies and methods. It should also be
noted that the definition under review was an intentional move by Euro-
pean legislators towards terminology unification at the international level.
For example, the Recommendations of the Council on Artificial Intelligence
of the Organization for Economic Co-operation and Development (OECD)
contain a similar definition." Currently, this version is the most widespread
and has become the basis for regulatory concepts in many OECD countries
(including such leaders in the field of Al technologies as the USA'?).

The approach to Al systems definition that aims to identify their main
attributes is the most flexible of all and is justified for a legislative docu-
ment. The attributes in question include: tasks performed, human role in
tasking, operating environment, autonomy, and self-learning. More con-
crete recommendations on Al systems classification that are not techno-
logically neutral may be in the future included in technical standards and
in enactments issued by executive authorities [Schuett J., 2023: 3].

At the same time there is a variety of Al systems that can be used in
completely different scenarios, from recommendation generation and con-
tent creation to critical infrastructure management and national security.
Consequently, a specific set of means and methods of legal impact should
be applied to different groups of such systems.

1.2. Classification of Al Systems by Risk Levels

The Draft under review uses a risk-based approach to classify Al sys-
tems into groups. The higher the risk of human rights violations from the

" Note: the OECD document contains the following definition: “An AI system is a
machine-based system that can, for a given set of human-defined objectives, make predic-
tions, recommendations, or decisions influencing real or virtual environments. Al systems
are designed to operate with varying levels of autonomy.” AI system: An Al system is a
machine-based system that can, for a given set of human-defined objectives, make predic-
tions, recommendations, or decisions influencing real or virtual environments. Al systems
are designed to operate with varying levels of autonomy. Available at: URL: https://legalin-
struments.oecd.org/en/instruments/ OECD-LEGAL-0449 (accessed: 30.08.2023)

12 NIST AI Risk Management Framework (AI RMF 1.0). Available at: URL: https://
www.nist.gov/itl/ai-risk-management-framework (accessed: 30.08.2023)
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use of individual AI systems, the more stringent the requirements placed
on them. The Draft provides for a total of four such groups: prohibited
Al systems, high-risk Al ones, limited-risk AI ones, and low-risk AI ones.
Each group of Al systems has its individual legal requirements.

The Draft applies to entities operating Al systems in the EU. ‘Providers’
who deploy such systems in the EU market are among such entities, and it
does not matter where they are domiciled or actually located. The decisive
factor is whether the results of these system operation are intended for use
within the EU. Even if the provider is in a third country but uses output
data in the EU, it will fall under provisions of the Draft. The document then
uses the term “deployer” of an Al system; however, what it means is not the
end user but entities using an Al system at other levels (downstream us-
age). This is supported by the provision that deployers are individuals who
do not use such systems for personal (non-professional) purposes. In addi-
tion, the original version of the document used the term ‘user’, and the cur-
rent version uses the term ‘deployer. In this way, lawmakers sought to stress
that they meant specifically entities using Al systems in their products. The
Draft also applies to importers, distributors, authorised representatives of
providers and manufacturers of products. Such entities — unlike providers
and users — must be located or registered in the EU.

One disadvantage of the risk-based approach is its inflexibility: as tech-
nology evolves, the classification of Al systems will have to be revised fre-
quently.”® Experts suggest that this problem could be somewhat mitigated,
in particular, by using a more flexible approach to categorising Al systems
into groups based on the risk. Their risk assessment system consists of two
steps: the development of risk scenarios and the application of a propor-
tionality test. Such an approach may improve the application of the Draft
ATA [Novelli C. et. al., 2023: 4-5].

At the same time, it is possible that dividing regulatory requirements for
Al systems only into risk groups will not address all of the challenges facing
lawmakers. For example, the text of the Draft proposed by the European Com-
mission did not allow regulating the market entry of foundation models*
and general purpose Al systems'> whose wide-scale use began in a large

3 The regulation of artificial intelligence. Available at: URL: https://link.springer.com/
article/10.1007/s00146-023-01650-z (accessed: 08.10.2023)

" The Draft gives the following definition for the foundation model: foundation mod-
el means an Al system model that is trained on broad data at scale, is designed for general-
ity of output, and can be adapted to a wide range of distinctive tasks.

> The Draft AIA gives the following definition for the general purpose Al system:
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number of fields only at the end of 2022. A big part of the problem is that
the Draft focuses on establishing responsibilities for various entities that
are going to place systems on the market. At the same time, other distribu-
tion channels are usually typical of foundation models. For example, the
most powerful and popular channels are privately owned. Companies pro-
vide access to their use and customisation for commercial purposes for a
fee through software interfaces (APIs). That means some companies build
and deploy these systems, while others apply them to solve a wide range of
tasks. However, the latter group do not have access to the full source code
of the model, the training data, or the infrastructure (sometimes this can
be third-party cloud computing power); nor can they improve or adjust the
model. Hence, it is not possible to use an approach that focuses all attention
only on the actors that actually place AI systems on the market. Thus, it is
necessary to establish regulatory requirements for all stages of the life cycle
of Al systems, such as development, deployment, and application.

The present level of foundation models opens up a broad range of op-
portunities for the creation of autonomous agents on their basis in the
coming years, and such agents would be capable of undertaking individual
activities, including legally significant ones, on behalf of a human. So, it has
a sense to look at the level of Al system autonomy as one of the areas that
requires legal regulation.

Thus, to work out a more flexible regulatory approach, we need to differen-
tiate requirements both by risk levels and by all stages of the life cycle of Al sys-
tems and the degree of their autonomy. This classification will make AT systems
more flexible, that will allow to apply a wider range of legislative requirements.
For example, it will become mandatory to test some systems mentioned and
foundation models in regulatory sandboxes before placing them on market;
some such systems will have to undergo external independent audits; others
will have to undergo internal compliance assessments. Additionally, the law
may require that to place some Al systems on the market, internal ethical and
corporate standards and risk management frameworks must be established.

2. Regulatory Requirements for Certain Groups
of Al Systems

2.1. General Principles Applicable to All Al Systems

‘general purpose Al system’ means an Al system that can be used in and adapted to a wide
range of applications for which it was not intentionally and specifically designed.
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The Draft establishes a list of general principles to guide operators (pro-
viders etc.) at all stages of development and operation of Al systems and
foundation models. These principles include: human agency and oversight;
technical robustness and safety; privacy and data governance; transparency,
diversity, non-discrimination and fairness; social and environmental well-
being. These guidelines do not, however, directly impose additional legal
obligations on operators. The meeting of the Draft specific requirements
that relate to different Al system types and foundation models will for the
most part serve as evidence of their compliance. These principles should
then be incorporated into technical and corporate standards. Moreover, the
Draft explicitly places the obligation to include them in technical standards
on the European Commission and the future AI Office'®. These documents
will help to develop rather abstract principles into technical requirements.

2.2. Prohibited Al Systems

The risk-based approach stipulates a separate group of Al systems that,
by virtue of their functional characteristics, pose an unacceptable risk to
human rights and freedoms. For this reason, their use is illegal in the EU.
The Draft identifies several groups of prohibited uses of Al systems.

It is prohibited to use these systems that (in a covert manner) manipu-
late a person’s behaviour so that this results in material harm to her/him
or another person. This prohibition will apply to Al systems, which simul-
taneously meet the following criteria: the system influences the person in
question at the subliminal level or performs deliberate manipulation; the
person makes an uninformed decision; the system causes substantial harm.
The initial version of the Draft stipulated that this prohibition applies to all
cases where physical or psychological harm is caused. This understanding
was too narrow because Al systems can also cause social, cultural, financial
and other harm. [Neuwirth R., 2023: 6-7].

The Draft also prohibits AI systems to make use of vulnerable human
attributes (age, disability, etc.) resulting in behavioural change and substan-
tial harm. In other words, it is illegal to use Al systems to classify individu-
als by using legally protected sensitive attributes.

Social scoring of individuals (groups of individuals) is placed in an
independent group of prohibited practices. It is not permitted to assess a

1o A new European Union body to be established under the current text of the Draft.
The document defines its intended competence and structure.
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person on the basis of their social behaviour or known or predicted per-
sonality characteristics. Such an assessment must result in discriminatory
treatment of certain individuals (groups): (a) in a social context unrelated
to the context in which data about them were originally generated or ac-
cumulated; or (b) that is unjustified or disproportionate to their social be-
haviour or its severity.

The list of prohibited scenarios for the use of Al systems also includes:
use of remote real-time biometric identification systems in public places;
use of predictive analytics to determine the likelihood of an individual
committing an offence; creation of databases based on untargeted collec-
tion of facial images from the Internet or CCTV footage; use of emotion
recognition software in law enforcement, border control, educational insti-
tutions, and at the place of work.

And, finally, video footage from publicly accessible locations may not be
analysed using remote biometric identification systems unless such use is
subject to judicial authorisation under EU law for the purposes of a search
(of persons) related to a criminal offence.

From the point of view of applying above prohibitions, the provisions
that do not allow the use of subliminal influence techniques are a chal-
lenge [Neuwirth R., 2023: 3]. It is clear that subliminal techniques can sig-
nificantly influence decision making and lead to undesirable consequences
for the individual. At the same time, the term “subliminal” is difficult to
define, and the Draft gives no explanation of its meaning. Al systems can
often influence human behaviour using both conscious and subliminal
techniques at the same time. For example, smart glasses can influence the
human psyche in an overt way by showing pictures, videos, playing music,
and, at the same time, in a covert way, read the person’s emotions through
eye movement recognition, electrical activity in the brain, heartbeat and
heart rhythms, muscle activity, blood density in the brain, blood pressure,
and skin conductivity.

As a result, it would be difficult to establish whether subliminal tech-
niques have been used, and that these techniques have caused a significant
distortion of a persons behaviour. The Draft or other acts should clearly
define the term “subliminal techniques” and clarify the legality of their use.

The issue of classifying certain systems as prohibited has been a matter of
debate among political forces due to the difficulty in balancing human rights
and the public interest. Not everyone who participated in the discussions
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were satisfied with the results of the consensus reached after the text was
approved by the European Parliament. In particular, human rights organisa-
tions asked the EU bodies to be more diligent in protecting human rights
during the trilogue. For example, one of the proposals was to involve civil
society actors in assessing the impact of Al systems on fundamental human
rights, provide for the possibility to appeal decisions taken by Al systems,
including through human rights defenders, and establish flexible compensa-
tion for victims. It was also proposed to introduce restrictions on the use of
Al systems in law enforcement, migration control, and national security.

Thus, legislators should formulate clear criteria for classifying Al sys-
tems as prohibited. It will allow developers to better understand the per-
missible boundaries when creating products, on the one hand, and avoid
arbitrary classification of systems as prohibited by law enforcement author-
ities, on the other.

2.3. High-Risk Al Systems

Title III of the Draft lists the requirements to high-risk AI systems. Ac-
cording to Article 6, Al systems listed in Annexes II and III belong high-
risk Al systems, independently or as a component of the safety system of
another product.

Annex II contains two lists of acts of the harmonised EU laws, those
based on the New Legislative Framework, and others. The acts catego-
rised under this Annex define products and areas of the economy in which
the application of Al systems is associated with increased risk. Annex III
sets out eight groups that categorise Al systems as high-risk systems by
the areas of their application. These include, among others: biometric and
biometrics-based systems; Al systems for the management and operation
of critical digital infrastructure; Al systems for education and vocational
training. Together, these Annexes are intended to provide an exhaustive list
of high-risk AI systems by allowing for the inclusion of large areas of the
economy as well as more specific usage scenarios.

The EC will develop updated requirements for categorising such sys-
tems after consultation with the AI Office at least six months before the
Draft enters into force. Law-enforcement agencies in the EU have enough
time to make final and balanced decisions so as not to impose excessive
requirements and in this manner stifle entrepreneurial activity.
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There is a new layer of regulation in the current version of the docu-
ment that significantly reduces the list of systems, which can be categorised
among high-risk systems. For instance, high-risk AI systems identified on
the basis of the areas of their application (Annex III) will now only be rec-
ognised as such if they significantly threaten life, safety and fundamental
human rights. Al systems for managing and operating critical digital in-
frastructure must additionally pose a significant risk of harm to the envi-
ronment. Introducing this layer of requirements was a major step towards
liberalising business requirements. This has significantly reduced the list of
AT systems that will be classified as high-risk systems.

The Draft stipulates a number of requirements that must be met for
high-risk AI systems to be placed on the market. A risk management sys-
tem must be established and implemented, and then needs to be updated
in a timely manner throughout the life cycle of the AI system; data sets
(training, validation and testing data sets) for the Al systems that are based
on such systems should be quality tested; all necessary documents about
the system must be created and updated in a timely manner before the
system is placed on the market; the system should be able to record all
activities during its operation in a special logbook; the operation of the
system should, as far as possible, be understandable and transparent to dif-
ferent levels of providers and end users; systems should be designed to be
controllable by a human being; systems should be designed from the out-
set to meet the requirements of safety, reliability, accuracy, resilience and
cybersecurity. Alongside the above provisions, additional requirements
are placed on individual high-risk AI systems. For example, these must be
registered in a single database and must undergo the fundamental rights
impact assessment for high-risk Al systems.

Conformity assessment, as envisaged in the Draft, is an integral part of
high-risk AI systems’ safety and reliability. Providers of high-risk systems
must undergo this procedure before releasing their product to the market.
There are two types of conformity assessment procedures: (a) the confor-
mity assessment procedure based on internal control referred to in Annex
VI; (b) the conformity assessment procedure based on assessment of the
quality management system and assessment of the technical documenta-
tion, with the involvement of a notified body"’, referred to in Annex VII.

7 Notified body means a conformity assessment body notified in accordance with the
Draft and other relevant EU harmonisation legislation.
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This second type of procedure will be used in a relatively limited number
of cases where either technical standards and common specifications devel-
oped by the European Commission are not applicable, or the supplier vol-
untarily decides to undergo an external conformity assessment regardless of
the categorisation of the AI system under a particular risk level. A voluntary
conformity assessment by a notified body can be a competitive advantage, as
it will mean that the public agency has guaranteed product safety to consum-
ers. Such an incentive will help improving the overall quality of AI systems
without introducing additional stringent regulatory measures.

The Draft has been repeatedly criticised, and it has become the subject
of scholarly discussions in the context of conformity assessment proce-
dure. In particular, a group of experts noted that the Draft did not provide
detailed explanations on how such an assessment should be undertaken
[Mokander J. et al., 2022: 251]. The guidelines developed to date in aca-
demia can significantly help businesses overcome this shortcoming. Ex-
amples of such documents include: capAl — a guide to going through this
procedure, which documents in detail all the measures that high-risk AI
system providers need to take'®: Guidelines for assessing the ethics and reli-
ability of AI systems at different stages of their life cycle in determining the
intended use, design, and development [Vetter D. et al., 2023: 5].

Another point of debate is that effective verification of Al systems re-
quires an external independent audit based on ethical principles and stan-
dards [Mokander J. et al., 2021: 21-22]. Scholars note that not only lawyers,
engineers and philosophers, but also specialists in the field of management
should be involved in the development of audit procedures. This conclu-
sion was based on the experience of auditing AstraZenecas Al systems for
ethical compliance. The authors of the study showed that the main difficul-
ties organisations face in auditing Al systems are related to usual manage-
ment problems. They also touched upon questions of the audit structure.
For instance, the authors proposed a ‘three-layer’ audit for large language
models: audit of management, audit of the model, and audit of its applica-
tion [Mokander J. et al., 2023: 5, 464].

Thus, classifying a small group of systems as high-risk AI systems is a posi-
tive measure aimed at creating favourable conditions for business and innova-
tion development. The same applies to the conformity assessment procedure,

'8 CapAl — A Procedure for Conducting Conformity Assessment of Al Systems in
Line with the EU Artificial Intelligence Act. Available at: URL: https://papers.ssrn.com/
sol3/papers.cfm?abstract_id=4064091 (08.10.2023)
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which in the vast majority of cases will be conducted on the basis of internal
control. It seems, however, that some of the most powerful Al systems and
foundation models may eventually require more stringent requirements, such

as external independent auditing and licensing, to place on the market.
2.4. Limited-Risk Al Systems and Low-Risk Al Systems

This group of Al systems should meet additional requirements for opera-
tional transparency (Title IV). For example, providers should ensure that all
necessary measures are in place to make it clear to users that they are interact-
ing with Al systems. They should also provide information on the permissible
functions of the Al system, human control over it, the entity making the final
decisions, and the procedures for challenging these decisions in accordance
with the law. Providers of authorised systems that recognise human emotion
should seek consent to process biometric information of the individuals in
question. It is also stipulated that ‘deepfakes’ must be labelled — unless the
content is obviously generated for artistic, humorous or other purposes.

The main idea behind these provisions is that individuals should be in-
formed about their interactions with AI systems. For example, they need
to know that their emotions or other characteristics are being recognised,
or that image, video or audio content is being generated. This will increase
public confidence in Al systems [Chamberlain J., 2023: 5].

Title IX of the Draft stipulates that developers of such AI systems are
encouraged to elaborate voluntary Codes of Conduct that reflect how the
principles envisaged for all the AI systems discussed earlier are to be imple-
mented. Then it will be clear to users how to operate the system correctly
and what measures the developers have taken to make the products safe.

At the same time, researches show that the perception of Al systems and
the effect of their application depends very much on what information the
user has about them [Pataranutaporn P. et al., 2023: 3]. It is quite easy to
mislead people and lower their alertness through proper advertising and
overly positive product descriptions. Thus, there is a need to demand that
companies develop adequate and understandable rules for the use of the
Al system that contain notifications of possible negative consequences. The
same should apply to the interfaces that users interact with.

3. The Risk-Based Approach in the Context
of Foundation Models and General Purpose Al Systems
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The key issue in the finalisation of the Draft is the choice of regulatory ap-
proach to the development and application of foundation models and general
purpose Al systems. The three versions of its text contain different provisions:
only general requirements that apply to all Al systems by risk level and no addi-
tional requirements (European Commission text); additional requirements are
established for general purpose Al systems (European Council text); individual
requirements are established for foundation models, while general purpose Al
systems are subject to general requirements on risk levels (European Parlia-
ment text). All of the approaches have a number of debatable and ambiguous
controversial provisions. Considering the high relevance of the content of the
Draft for political forces, business, and the public, it is still difficult to predict
unequivocally whether any of the approaches considered will be chosen as the
main one, or whether the final text will to some extent combine all of them.
Moreover, in some cases, finding the most balanced solution is complicated by
the lobbying of large technology companies' that have the power to influence
the process of drafting and discussing regulations.

Scholars have also taken other positions on the place of general purpose
AT systems and foundation models in a risk-based approach. For instance,
researchers at The Future Society® suggest that all general purpose Al sys-
tems should be categorised into three broad groups based on the levels of
risk they pose to human rights: Generative Al systems (400+ providers);
Group 1 general purpose Al systems (foundation models) (~14 provid-
ers); Group 2 general purpose Al systems (frontier foundation models)
(~10 providers). Each group will have a different set of legal requirements.
Group 3 will be characterised by the most extensive regulatory require-
ments, which include, in addition to the requirements for all other groups,
requirements such as: internal and external independent audits, regular in-
teraction with the AI Office, full transparency, etc. At the same time, this
approach is clearly weak as it offers a division into too few groups and is too
reliant on current technological realities.

Thus, we believe it is necessary to divide the requirements for founda-
tion models and general purpose Al systems into different groups. Specific
requirements should be applied to foundation models, taking into account

1 See: The lobbying ghost in the machine. Big Tech’s covert defanging of Europe’s Al
Act. Available at: URL: https://corporateeurope.org/sites/default/files/2023-03/The%20
Lobbying%20Ghost%20in%20the%20Machine.pdf (accessed: 08.10.2023)

* Heavy is the Head that Wears the Crown. Available at: URL: https://thefuturesociety.
org/heavy-is-the-head-that-wears-the-crown/ (accessed: 08.10.2023)
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that different actors will distribute them at all stages of their life cycle. Re-
quirements for general purpose Al systems should vary based on a risk-
based approach. Placing the frontier general purpose Al systems on the
market must be based on more extensive regulatory requirements.

The latest version of the Draft retains the term “general purpose Al sys-
tems’, but extends the requirements to the development and application of
the foundation models and the entire Al value chain. The new Article 28b
established a number of requirements for Al systems that they must meet
before they can enter the market. These include: take measures to mitigate
possible negative consequences from their application, use pre-trained and
validated data sets, develop only models that can be safe, transparent and
predictable throughout their lifecycle, keep relevant technical documents
about the model for at least 10 years from the date of its release to the mar-
ket, etc. Generative Al systems must meet additional requirements: comply
with transparency requirements, build and train models in such a way that
they cannot potentially be used for infringing purposes, and disclose de-
tails of the use of copyrighted material in datasets. All these measures are
designed to place additional obligations on the developers of Al systems
and thereby offset the shortcomings of the risk-based approach that in-
volves only setting requirements for entities bringing Al systems to market.

The requirement to disclose datasets causes the greatest controversies.
This issue is extremely painful because its regulation requires a balance be-
tween support for content creators and technology development [Hacker
P, 2021: 259]. At the same time, the Draft stipulated long lead times for the
preparation of datasets by technology companies when these create new
products. Some companies already voluntarily use only legally clean data
to create their products nowadays*.

Another important measure that is widely discussed in academia and
society is the right of an individual to prohibit the use of their data or their
property to train Al systems. Requirements in this regard have not yet been
reflected in the Draft, but some people in the business community have
expressed their willingness to offer such waivers®.

! Adobe’s Firefly has been fully trained on legally clean data (on its Adobe Stock dataset
and on open licence works and public domain content whose copyrights have expired).
Also, the company has a whole team of moderators who check new data for copyright
infringement risks before adding it to datasets.

2 For example, StabilityAl voluntarily accepts applications from authors demanding
that their content be removed from datasets. OpenAI has announced that it will not collect
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Another pressing issue is access to Al systems and foundation models.
The current text only allows to test them in regulatory sandboxes. Mean-
while, legislating an obligation to leave open access to Al systems and foun-
dation models for scholars and researchers would be a rational measure.
This would ensure the necessary level of transparency in the functioning of
such systems because independent experts could monitor the quality of Al
systems and identify potential threats in a timely manner.

A number of issues regarding the distribution of foundation models and
Al systems under open licences also remain unspecified. In particular, a
group of companies that distribute advisory software have suggested that
lawmakers should provide a clear definition of AI components. The lat-
est version of the text of the Draft (European Parliament version) contains
such a term regarding open-source (Articles 5e u 12a-c), but does not give
it an exhaustive definition.”” Another rational solution in helping small
businesses may be to differentiate requirements for foundation models
suppliers depending on their use cases, development methods, and market
position. Scholars suggest using, e.g., a staggered system for bringing foun-
dation models to market. It implies that hazard levels of the system should
be defined to grant access to the system under open licences [Solaiman I.,
2023: 119]. This means that, e.g., foundation models with market-leading
features will be prohibited for distribution via open-source due to high
risks of leakage and misuse.”*

Conclusion

Although the Draft has been actively developed and discussed for sev-
eral years, there are still a number of issues that have not been clearly re-
solved. Moreover, the constant changes in technology create new problems

data labelled “Do Not Train”. A whole range of US companies that are part of the Content
Authenticity Initiative have developed and are implementing Content Credentials. The
technology allows for the addition of a “Do Not Train” tag to metadata, which should allow
the data not to be included in future datasets, digitally tag the data for authorship, and
separate generated content from copyrighted content (in order to protect human-created
elements with copyright).

# Supporting Open Source and Open Science in the EU AI Act. Available at: URL:
https://huggingface.co/blog/assets/eu_ai_act_oss/supporting OS_in_the_ATAct.pdf (ac-
cessed: 08.10.2023)

** Open-Sourcing Highly Capable Foundation Models. Available at: URL: https://
www.governance.ai/research-paper/open-sourcing-highly-capable-foundation-models
(accessed: 08.10.2023)
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and challenges for lawmakers. In addition, the extensive adoption of foun-
dation models over the past year requires refinement of the original con-
cept of the risk-based approach.

In order to build a flexible regulatory approach, requirements need to
be differentiated both by risk levels and across all stages of the life cycle of
AT systems and their degree of autonomy. This will allow a wider range of
legislative requirements to apply to different groups of systems. This ap-
proach also makes it possible to take into account the distribution of these
systems and foundation models by different actors and to properly regulate
all stages of their life cycle.

The provisions related to the classification of such systems by risk levels
need to be refined. First, the range of prohibited systems should be clearly
defined on the basis of clear criteria. It will help developers to better un-
derstand the regulatory requirements, and to eliminate arbitrary practices
in the decisions taken by law enforcement agencies. Second, classifying a
small group of systems as high-risk systems may have a positive impact on
innovation and technology development. However, some of the most ca-
pable systems and foundation models may eventually need more stringent
requirements, such as external independent auditing and licensing, to be
placed on the market. Third, legal requirements are needed to develop ad-
equate and understandable rules for the use of systems and their interfaces,
which should notify the user of possible negative consequences.

An analysis of the requirements for placing foundation models on the mar-
ket has shown that the existing approach can be improved by implementing a
number of additional regulatory requirements. First, regulatory requirements
for foundation models should take into account their distribution by different
actors at all stages of their life cycle, and requirements for general purpose Al
systems should take into account their risk level. Second, users should be able
to unilaterally opt out of having their data used to train these systems. Third,
researchers should be given access to the systems and foundation models to
ensure their security. Fourth, additional requirements for placing Al systems
on the market under open licences should be provided.
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Bonpockl npasa B UUDPOBYIO 3NOXY

«Bonpocbl npaBa B uMdppoByl0 3NOXy» — Hay4HblA exe-
KBapTasibHbIM 3IEKTPOHHBLIN XYypHasl, Harnpas/ieHHbIA Ha BCe-
CTOPOHHUI aHann3 npasa B UMPOBYO 3noxy. Ero rmasHas
Lesib 3akJlo4aeTcqd B PacCMOTPEHUN BOMPOCOB, CBA3AHHbLIX
C NpaBOBbIMW MOCNEACTBUAMU NMOCTOAHHO MEHSAIOLLMXCHA VH-
bOpPMaLIMOHHBIX TEXHONOMNI.

Lindposasa anoxa — 310 anoxa MHPOPMALMOHHBLIX U KOMMY-
HUKALMOHHbIX TEXHOMOrMA, 0ByCnoBAMBaOLMX AalbHeNLee
00LEeCTBEHHOE pa3BUTME, B TOM YUCNIE C UCMOJIb30BAHUEM
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MCKYCCTBEHHbIA MHTEJIJIEKT, OPUEHTUPOBAHHbIN
CNEUNATINSUPOBAHHbLIM OPUOUNYHECKUM S13bIKOM

Opwuii Muxaiinosu4 BatypuH

Bbicwag wkona rocynapCcTteeHHoro ayaumra (daxkynsreTt), MoCKoBCKUi
rocynapCTBeHHbI yHuBepcuTteT nm. M.B. JlTomoHocoBa,

Poccuiickan ®epepaumsa, 119992, Mocksa, JIeHMHCKME ropbl,

0. 1, ctp. 13, 4-1 y4ebHbI KOPNyC ryMaHUTapHbIX GakynbTeTOB
baturin@ihst.ru, SPIN-koa: 9179-9362, ORCID: 0000-0003-1481-5369

AHHOTauus

Mcxonsa 13 CcTpykTypHOro nogobus 3aKkoHOAATeNbCTBA U KOMIMbIOTEPHbIX MPO-
rpamMmm, npepnaraetca Ajaa HoOpMaTUBHOIO PEryimpoBaHuda NOBEAEHUA UCKYC-
CTBEHHOIo nHTesiIeKTa caenarb opucTta o0d3aTesibHbIM YHaCTHMKOM MPOEKTNPO-
BaHUA U pa3pa60TK|/| CNCTEM UCKYCCTBEHHOIO MHTEJINEeKTa. BbI,EI,BI/IFaeTCFI mnaoeqd
pa3paboTkM C 3TON LLeNblo 06LEKTHOMO CNeunanM3anpoBaHHOMO LPUANYECKOrO
asblka. O6cyxaatoTcs 6a30Bble 3/IeMEeHThbl Takoro s3blka. logyepkmBaeTcs, 4To
MCKYCCTBEHHbIA UHTENNEKT AOJ/IKEH YMETb CAMOCTOATENIbHO HGOPMYNNPOBaTL U
ONnnCbiBaTb CBOU LLESIN Ha TOM Xe 00BbEKTHOM A3blKe, 4TO Heo6XO,EI,I/IMO angd 00-
paTHOM CBA3M C ero cosnarensamu 1 nonb3osarensaMu. Ha npumepe npuHATbIX
B Poccuiickoin @epepaummn HopMaTnBHbIX fokyMmeHToB 1 FOCToB o 6ecnunot-
HbIX TPAHCMOPTHbBIX CPEeACTBAaX AEMOHCTPMPYETCS CIOXHOCTb 3a4a4M CO30aHUS
cneunanmM3npoBaHHOro KPMANYeCKOro dA3blka MCKYCCTBEHHOINo WHTEeNneKTa,
B TOM YMCsie NOTOMY 4TO Aas popManmsaunmn topuanyeckmx cy>xaeHnin Tpeby-
€TCS UX KOHTEKCTHas rpagaums. MNMporHo3mpyeTcs NosiBleHne ceMencTBa 06b-
EKTHbIX HPNAN4eCckKnx A3blkOB paSpa6OT‘-II/IKOB MCKYCCTBEHHOIo WMHTEesNnieKTa.
CtaBuTCA BOMPOC O CO34aHUN TEOPUM UCKYCCTBEHHOIO MHTENNEeKTa, Kotopas
[OJKHA 0OBSACHUTL AaHHbIE N (GakTbl, KOTOPbIMU ByAET ONepMpPoBaTh CUSbHbIN
WCKYCCTBEHHbI MHTENNEKT. PEKOMEHAYETCs CKOPPEKTMPOBATb OMnpeneneHne
MCKYCCTBEHHOIO MHTENNEKTA, YK€ BOCMPUHATOE YTBEPXKAEHHLIMWN KOHLENLNS-
MW 1 CTpaTerusimm, Kak CUCTeMbI, OCYLLECTBNSOLLEN NONUCK peLlueHnii 6e3 3a-
paHee 3a[aHHOro0 anropuTMa, Tak 4ToObl OHO HE WCKJIYaNo UCMOIb30BAHMS
aJITOPUTMOB. [Noka3biBaeTcsa BaXkHasa POJIb aNropnTtMoOB aJ19 NCKYCCTBEHHOIO
nHTennekTa. CuUnbHbIN NCKYCCTBEHHbIN NHTENNEKT MHTEPNPETUPYETCS Kak Opu-
EHTUPYEMBbI 0OBEKTHLIM A3bIKOM. AHANU3NPYIOTCS Pa3NnNumUsg Mexay CUSbHbIM
WMCKYCCTBEHHbIM UHTENIEKTOM U YyenoekoM. OB6cyxXaaeTcst BHyTPEHHee npea-
CcTaBfieHne o0 mupe 1 o0 cebe cnocobHOro K OTBETCTBEHHOMY MOBEAEHMUIO UC-
KYCCTBEHHOI O MHTeJ1J1eKTa, B TepMMHaX KOTOPOIro BblpaXkasiacb Obl BXOOHasA Onsd
Hero nHpopmaumsa. [enaetcs BbIBOA, YTO KOHLUENTyalbHbIE, IMHIBUCTUYECKNE
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M NpakTUYyeckme TPYOHOCTU, C KOTOPbIMU CTOSKHYTCS OPUCTbI-pa3paboTiumkm
CWUJIbHOTO UCKYCCTBEHHOMO MHTENNEKTA, HE JONXHbl OCTaHABNMBATb «lopuan3a-
LMIO MPOEKTUPOBAHMS» NCKYCCTBEHHOIO MHTENeKTa.

Knroyessbie csioBa

WNCKYCCTBEHHbIV MHTENNEKT; 0ObeKTHbIN I0pUANYECKNn 93bIK; HOPMATUBHOE pe-
ryNMpoBaHne NoBeAeHWs; anropuTM; GecnuioTHOe TPaHCMOPTHOE CPENCTBO;
Teopus.

Ansa umtuposanus: GatypuH A.M. \CKyCCTBEHHbIV MHTENNIEKT, OPUEHTUPOBAH-
HbI cneumann3npoBaHHbIM IOPUANYECKMM A3bIkOM // Bonpocskl npasa B und-
poByio anoxy. 2023. Tom 4. No. 3. C. 4-22 (Ha aHrn. s13.). DOI:10.17323/2713-
2749.2023.3.4.22

Unpopmayns 06 aBTope:

K0.M. BatypuH — 0OKTOP opPMONHECKUX HayK, NPodeccop, YNeH-KOPPEecnoHOAeHT
PAH, 3aB. kadepoii KOMMNbIOTEPHOIO NpaBa 1 MHPOPMALMOHHO 6e30MacHOCTU

Cratbst noctynuna B pegakumio 01.10.2023; ogobpeHa noce peueH3npoBaHus
05.10.2023; npuHsTa k onybnvkoaHuio 05.10.2023.

HayyHas ctatesi

YAK 347.2
DOI:10.17323/2713-2749.2023.3.23.39

«MCKYCCTBEHHbIW UHTEJIJIEKT» KAK OBbEKT UMYLLECTBEHHOIO
OBOPOTA: OCOBEHHOCTU NrPAXXAAHCKO-NMPABOBOIO PEXXKMMA

Jliogmuna OpbeBHa BacuneBckas
YHusepcuteta umenun O.E. KytadpuHa (MIMOA), Poccusa 125993, Mocksa,
yn. Caposas-KyapuHckas, a. 9, ljvasilevskaja@msal.ru

AHHOTauus

C onopoti Ha METOAOIOMMIO LMBUANCTUYECKOTO NCCNEA0BaHMS aHANMU3NPYIOTCS
NMOHATNE «MNCKYCCTBEHHOIO MHTENNEKTa», ero npasoBas Npupoaa n ocobeHHO-
CTW BKJTIOYEHHOCTW B MMYLLIECTBEHHbIN 000POT. B kayecTBe npeameTa nccneao-
BaHWS BbICTYNAIOT AOKTPMHA NO paccMaTpmBaemor npobnemarnke, HOpMbl 3a-
KOHOOATENbCTBA 00 «MCKYCCTBEHHOM UHTEINIEKTE» U NPaKTUKA UX MPUMEHEHMS.
Llenb nccnepoBaHnsi COCTOUT B TEOPETUHECKOM 0OOCHOBaHWM HAYy4YHOrO NMpea-
CTaBneHnss 00 «UCKYCCTBEHHOM WHTENNEKTE» KaK CJIOXHOro obbekTa rpax-
[aHCKMX MpaB, B CTPYKType KOTOPOro MoryT ObiTe NPeACcTaBieHbl pasnnyHbie
pes3ynbTartbl UHTENNEKTyallbHON AeAaTenbHOCTU. [lpaBoBas npupoaa  «UCKyC-
CTBEHHOIO MHTENNEKTa» Kak NAeanbHOro iBNeHns npeaonpeaenser 0CoO6eHHo-
CTW ero rpaXaaHcko-npasoBOro pexmmMa — cneundunky npasoBoro opopmMieHus
OTHOLLUEHUIA C 3TUM 00bEKTOM. B cTaTbe NCMNoJIb30BaHbl CUCTEMHO-CTPYKTYPHbIN
1N CPaBHUTENbHO-NPABOBOM METoAbl NO3HaHus. B yacTHOCTW, ncnonb3oBaHue
CUCTEMHO-CTPYKTYPHOI0O MeTo4a No3B0OJINI0 PACCMOTPETb «MCKYCCTBEHHbIV NUH-
TEeNNEeKT» He TOJIbKO Kak CJIOKHO-CTPYKTYpHOEe 00pa3oBaHme, HO 1 BbIAENUTbL B

123



Cratbn

HEM OCHOBHOW CTPYKTYpOOOpasyloLmiA 9NIEMEHT — KOMIbIOTEPHBIE MPOrpaMMbl.
Mcnonb3oBaHne CpaBHUTENBHO-NPABOBOr0 MeEToAa a0 BO3MOXHOCTb Bblpabo-
TaTb NPeACTaBEeHNE O MEXaHM3Me NPABOBOro PEryIMPOBaHNS OTHOLLEHWUIA C «UC-
KYCCTBEHHbIM VHTENNEKTOM>», MOKa3aTb 0COOEHHOCTY TOIKOBAHWS MPABOBbIX HOPM
06 VHTENnekTyanbHO COOGCTBEHHOCTU MPUMEHUTESILHO K pPacCMaTrpyuBaeMoMy
06BLEKTY MMYLLEECTBEHHOrO 060pOTa. B CTaTbe NPUMEHSIIOTCS 1 Takne CrneLmasibHble
METOAbl MO3HAHWS, Kak JIOrM4eckmin u popmanbHO-Iopugndecknii. NMpumeHenne
dOopManbHO-IOPUAMYECKOrO METOAA MO3BONMA0 CHOPMYNIMPOBATL MOHATUE «UC-
KYCCTBEHHOIO MHTENNIEKTa» U PAaCCMOTPETL €ro OCHOBHbIE MPABOBbLIE XapaKTepu-
cTukn. MeToaonormyeckori 0CO6eHHOCTBIO UCCNeNO0BaHNS SBNSIETCA COYeTaHue
TEOPETUYECKOrO U SMMUPUYECKOTO YPOBHEN MO3HAHWS. VICMonb30BaHME ykasdaH-
HbIX METO,0B NMO3BOJINIIO NPOAHANIN3NPOBATL NPaBOBbLIE BOMPOCHI 00 «1CKYCCTBEH-
HOM VIHTENJIEKTE» BO B3aMMOCBSI3M C OCHOBHbIMI MOJIOKEHVNSIMW LOTMATUKM HAYKN
rpaxgaHckoro npasa. CaoenaH BbIBOA, YTO OCHOBHBIMW U 4aCTO MPUMEHSEMbIMUA
Ha MPaKTMKe AOrOBOPHBLIMUN KOHCTPYKLMSIMU MO PACMOPSXXEHWIO UCKITIOUUTENbHBIM
NpPaBOM Ha «MCKYCCTBEHHbIN MHTENNEKT» BbICTYMAOT Takue JOroBOPbI, Kak OrOBOP
006 OTHYXXAEHUN UCKIIIOUUTENBHOIO MpaBa Ha «MCKYCCTBEHHbIN WUHTEMNEKT» U Jn-
LLEH3MOHHbIV JOrOBOP. AHANN3UPYETCS CYyTb 3aKOHOAATENbHbLIX U3bSATUIA N3 OOLLMX
npasw 0 OroBopax 00 OTYYXAEHUN UCKITIOYNTENBHOMO NPaBa 1 O NINLEH3MOHHbIX
[0roBOpax MPUMEHUTESBHO K «MCKYCCTBEHHOMY UHTENEKTY>.

Knroyesbie csioBa

«NCKYCCTBEHHbII WHTENNEKT»; Pe3ynbTaT VHTENNeKTyalbHOW OeATeNbHOCTH;
CJIOXKHbBIN OOLEKT; NPABOBOW PEXUM; UCKIIIOYUTENIBHOE NPABO Ha «MCKYCCTBEH-
HbI UHTENNEKT»; [OrOBOP 00 OTHYXXAEHWUM UCKIIIOYUTENIbHOIO NpaBa; NLEH3M-
OHHBbIN JOrOBOP.

Ana untupoBauuns: Bacunesckas J1.10. «/ICKyCCTBEHHbIV MHTENNEKT» KaK 00b-
€KT MMYyLLEeCTBEHHOrO 060opoTa: 0COBEHHOCTU rpaX4aHCKO-NPaBOBOrO PEXM-
ma // Bonpocbl npaa B undposyto anoxy. 2023. Tom 4. No. 3. C. 23-39 (Ha
aHmn. 93.). DOI:10.17323/2713-2749.2023.3.23.39

Nuopmayms 06 aBTope:
J1.10. BacuneBckas — QOKTOP 10Opmnanyeckmx Hayk, npodeccop.

Cratbs noctynuna B pegakumio 30.07.2023; opobpeHa nocne peueH3npoBaHms
10.08.2023; npuHaTa k onybnukosaHuio 10.08.2023.

HayuHas ctates

YAK 347.2
DOI:10.17323/2713-2749.2023.3.40.58

TEXHOJIOTMN <MCKYCCTBEHHOIO UHTEJIJIEKTA»:
NMPOBJIEMbI KBAJIM®GUKALUU U MPABOBOIO PEXXUMA

EkatepuHa BopucoBHa lNogy3oBa

MOCKOBCKUI rocygapCTBEHHbIN opuandeckmini yHusepcutetT nmerdn O.E. Ky-
TadunHa (MIHOA), Poccusa, 125993, Mockea, yn. CapoBas-KyppuHckas, 9,
ekaterinak7785@yandex.ru, https: // orcid.org/ 0000-0002-1945-4761
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AHHOTauus

Ha ocHOBe UMBUANCTNYECKON METOA00MMM NPOBELEH aHANNS MOHATUS, NPaBo-
BOV NPUPOLbI, & TaKXe NPaBOBOIr0 PpeXxmnmMa TEXHONOMMU «MCKYCCTBEHHOIO MHTEN-
nekta». [lpegMeToM MCCnefoBaHUsa BbICTYNAalOT: LMBUINCTUYECKAS OOKTPUHA;
HOPMbI POCCUINCKOro 1 3apyBexHOro 3akoHoAaTeNbLCTBA; NPaBONPUMEHNTENb-
Has npakTuka. Llenb nccnepoBaHns COCTOMT B TEOPETUHECKOM 0OOCHOBaHUM
NpaBoOBON NPUPOAbI 1 NPaBOBOr0 pPexmma TEXHOOMMU «UCKYCCTBEHHOIO WH-
TennekTta». B ctatbe NpUMEHSNINCh CPaBHUTENBHO-NPAaBOBOM, CUCTEMHO-CTPYK-
TYPHbI MEeTOAbl MO3HaHWSA, a Takxke MeToL MoAennmposaHus. B yactHoCTwW,
MCMOJIb30BAHNE CPaBHUTEJIbHO-NPaBOBOro MeTona MO3BOJSINIAO PacCMOTPETb
onpeaeneHHble 3N1IeMEHTbl TEXHOIOMMU «MCKYCCTBEHHOIO UHTENJIEKTa» B KOHTEK-
CTe BHYTPUIrOCYAAPCTBEHHOMO 1 MEXAYHAPOAHOrO PEryNInpOBaHNUS OTHOLLEHWIA.
MpumeHeHe JaHHOro MeToaa Takxke 4asio BO3MOXHOCTb 0O0CHOBATL MPaBOBOWA
PEXUM TEXHONOMMU «MCKYCCTBEHHOIO MHTENIEKTa» KaK pe3ynbrara UHTENNeKTy-
aNbHOM fOedATesibHoCTU. cnonb3oBaHne CUCTEMHO-CTPYKTYPHOrO MeToaa rno-
3BOJIWJIO @pryMeHTUPOBaThb MPaBOBYKO MPUPOAY TEXHOIOMMU «UCKYCCTBEHHOIO
VIHTENNEeKTa», a TakxkXe BblSIBUTb €€ CTPYKTYPHbIE 3/1IEMEHThI. [pMeHeHve aaH-
HOro MeToa Aano BO3MOXHOCTb YCTAHOBUTL cdepy NPUMEHEeHUs TEXHONOIMin
«MCKYCCTBEHHOIO MHTENNEKTa» (okasaHne MHPOPMALMOHHBIX N MEOULMHCKNX
ycnyr; paspabotka 1 MCnosib30BaHNEe POOOTOTEXHMYECKUX YCTPOWMCTB, NpumMe-
HAeMbIX B HedTerasoBom NPOMBbILLIIEHHOCTU; MPOEKTUPOBAHME MHOIOKBapTUP-
HbIX JOMOB 1 Ap.). Vicnonb3oBaHve MeToaa MOOenMpoBaHus no3BoauIO pac-
KPbITb COOTHOLLUEHWE MOHATUN «TEXHONOMUS «UCKYCCTBEHHOIrO WMHTENIEKTa» U
«popma ee 3akpenyieHns», a Takke NpPensioxnTb pelleHne Bornpoca o npaso-
MEPHOCTU pasfenia UCKNIOYUTENBHOMO NpaBa Ha pesynbTaT UHTEIEKTYalbHON
0eATenbHOCTU Ha Aonn. MeTooonornyeckort 0COBEeHHOCTbIO HACTOALLLErO UC-
CnefoBaHUS SBNSIETCH COYeTaHMe TeOPEeTUYECKOro U SMMNUPUYECKOro YPOBHEN
nosHaHug. Micnonb3oBaHne ykas3aHHOro KoMrjaekca MeToLoB No3BOSUIIO pac-
CMOTPETb BOMPOCHI MPaBOBOW KBaMdUKaLMM 1 MTPABOBOI0 PeX1Ma TEXHOIOrnu
«NCKYCCTBEHHOIO MHTENEKTa» B KOHTEKCTE HEOOHO3HAYHbIX AOKTPUHANIbHbBIX U
NpakTM4eCKMX NOAX0O0B K X peLleHunto. B pedynbrate ,oka3aHo, YTO TEXHO0-
rMst «<MCKYCCTBEHHOIO UHTENNeKTa», Oyay4n CNOXHbIM TEXHUYECKUM OObEKTOM,
ABNAETCS MO CBOEN NPaBOBOW NMPUPOAE Pe3y/bTaTtOM MHTENIeKTyalbHOM aes-
TENIbHOCTU (MHTENNEKTYaNbHOM COBCTBEHHOCTbLIO). YCTAHOBMIEHO, YTO OOKTPU-
HaslbHbIE NOAX0Ab! K KBaNMMUKALMN TEXHONOMMN «MCKYCCTBEHHOIO MHTENIEKTa»
B Ka4eCcTBe CyObekTa rpaXkaHCcKoro npaea («undpoBoro» cyobekTa) nnm BeLum
HEBO3MOXHO NMPU3HaTb 0O0CHOBAHHbLIMU. APryMEHTUPYETCS BbIBOA, YTO Cleay-
€T Npu3HaBaTb UCKJIIOYUTENIbHOE NPAaBO Ha TEXHONOMNIO «UCKYCCTBEHHOIO WH-
TesnsiekTa» Kak Ha pe3ynbTaT UHTENIEKTYaIbHON AeATENIbHOCTU.

KnoueBbie cnoBa

«NCKYCCTBEHHbIN MHTENNEKT»; TEXHONIOMMWN «MCKYCCTBEHHOIO UHTE/NIEKTax»; pe-
3ySibTaT MHTESIeKTyaslbHOM AesATeNIbHOCTU; NpaBoBas NpPUpoaa; NpaBoBON pe-
XUM; UCKJTIOUNTESNIbHOE NPaBo; A0S,

Ana untuposaHus: Nopysosa E.B. TexHONOrmMn «MCKyCCTBEHHOIO MHTENNEK-
Ta»: NpobnemMbl KBanudukauum 1 NpPaBoBOro pexunma // Bonpockl npaea B und-
pogyio anoxy. 2023. Tom 4. No 3. C. 49-58 (Ha aHrn. 93.). DOI:10.17323/2713-
2749.2023.3.40.58
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NHdopmauns 06 aBTope:
E.B. MNoay3oea — kaHAMOAT IOPUANYECKNX HAYK, AOLEHT.

Cratbs noctynuna B pegakumio 30.07.2023; opobpeHa nocne peueH3npoBaHms
10.08.2023; npuHaTa k onyénmnkosaHmio 10.08.2023.

Hay4Has ctates

YK 347.962.1
DOI:10.17323/2713-2749.2023.3.59.80

UCKYCCTBEHHbI MHTEJIJIEKT VS CYAEWCKOE YCMOTPEHMUE:
NEPCNEKTUBbI U PUCKU ABTOMATU3ALIUN CYOEBHOMN NPAKTUKU

B.A. PogukoBa
MHctuTyT ynpasnenns PAHXuIC, Poccusa 620144, EkatepuHbypr, yn. 8 MapTa,
66, rodikovajus@gmail.com, SCIENCE INDEX: 4890-5030

AHHOTauus

Cratbs ABNSeTCA NPOLAOIKEHVNEM LLUMPOKON 06LLECTBEHHOM AMCKYCCUM MO BO-
npocy BHeapeHus nHtepdenca MCKyCCTBEHHOIO MHTENNeKTa B CUCTEMY POCCUIN-
CKOro npaBoCyamsl, pyuckam 1 NnpaBoOBbIM YA3BUMMOCTAM A2HHOMO npoLlecca Ha
KOHKPETHbIX NprMepax NpaBoOnpUMEHUTENBHON NPAKTUKN. AHanM3npyeTca Oen-
CTBYIOLLLEE OTEYECTBEHHOE 3aKOHOAATENIbCTBO MO BONPOCAM MCMOJIb30BaHNSA UC-
KYCCTBEHHOIO MHTEJIIEKTA, @ TakXe NocneaHne 3apybexHble HOBEJIbl MO JaHHO-
My BOMNPOCY, BKJIOHasA NPUHATBIN EBPONENCKMM COBETOM KOMMPOMMUCCHbLIN TEKCT
Al Act. B ctatbe paccmarpuBatoTCcs puCK-akTopbl, peanndyemble BCIeLCcTBUE
HaNM4nsa Cyaenckoro ycMoTpeHus n ncnonb3oBaHms Judicial Al kak B cpaBHEHUN,
TaK N CaMOCTOATENbHO. M3yHatoTCa KOHTPAAMKTOPHbIE TOYKW 3pEeHUs NpaBonpu-
MeHuTenemn, 3apyobexHbIX U POCCUNCKUX UCCneaoBaTenei, pa3paboT4mMKoB CU-
CTEM MCKYCCTBEHHOIO MHTEJINEeKTa Ha NePCneKTMBbl nCcnosib3oBaHus Judicial Al B
cynebHor cucteme. OBG0CHOBBLIBAIOTCS BbIBOALI 06 OTCYTCTBUM KPATKO- U CpeaHe-
CPOYHbIX NEPCNEKTUB BHEAPEHUA UCKYCCTBEHHOIO MHTENIEKTa C Y4ETOM PUCKOB
1 reonoiMTMYeckon 06CTaHOBKM, @ TakxXe COCTOSIHUS 3aKoHOAaTesIbHOM 6a3bl u
NPUHLUMNOB paboTbl cucTeMbI NpaBocyaus Poccuiickoin @epepaumn.

Knroyesbie csioBa

VICKYCCTBEHHbI WUHTENJIEKT; HEMPOCETb; CYLENCKOEe YCMOTPEHUE; CUJbHBIA U
cnabbli UCKYCCTBEHHbIN MHTENNEKT; PUCK-OPUEHTUPOBAHHBIV NOAX0A,; cucTemMa
npaBocyaus; NPOrHo3npoBaHue; bruomeTpudeckas naeHTubukaums.

Ana untuposanus: Poankosa B.A. VICKYCCTBEHHbIN UHTENNEKT VS CyaencKoe
YCMOTpPEHME: NePCNEKTUBBI U PUCKM aBTOMAaTU3aummn cyaebHor npaktnkn // Bo-
npocsl Npaea B umdposyto anoxy. 2023. Tom 4. No. 3. C. 59-80 (Ha aHrn. 93.).
DOI:10.17323/2713-2749.2023.3.59.80

Nupopmayms 06 aBTope:
B.A. PoankoBa — acnupaHTka.

Cratbs noctynuna B pegakumio 30.06.2023; opobpeHa nocne peueH3npoBaHng
10.08.2023; npuHsTa k onybnmkosaHmio 10.08.2023.
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Hay4Has ctates

YAK: 347.1
DOI:10.17323/2713-2749.2023.3.81.96

YMNPABJIEHUE UCKYCCTBEHHbIM UHTEJIJIEKTOM
N OMbIT KNTAY B PAMKAX KOHUEMUUN
«COOBLLUECTBA EQUHON CYAbBbl HEJIOBEYECTBA»

Lizs LLlaocloe

LeHTp MexayHapoaoHOW puanyeckon noaroToBKM WM COTPYOHMYEeCTBa ANk
LLIOC, LWaHxanckuii nonnTUKo-topmuandeckmin ynusepcutet, Kutackasa Hapoga-
Haa Pecnybnuka 201701, LWanxain, parioH Luny, npocnekT BahuucyH, 7989,
ys02302041@126.com

AHHOTauus

B nocnepHve roabl MCKYCCTBEHHbIV MHTENJIEKT, ONMPasicb Ha GonbLUNe AaHHbIE
1 VIHTEpHET, CTPEMUTENLHO Pa3BMBAETCS U onpeaensieT Oyayliee HanpaBeHe
MWPOBOr0O Pa3BuUTUSA HaykKu U TEXHUKU. HECMOTPS Ha TO YTO UCKYCCTBEHHbIN UH-
TEeNNekT 61aronpuUATCTBYET HAayYHO-TEXHNYECKOWN PEBOOLUN U UHOYCTPUASb-
HO MOLEPHN3ALMN HENOBEYECTBA, OH TaKXe MPUBEJ K NOABJIEHMIO HOBbIX PUCKOB.
MpuxoouTcs obpallate Bce 605blle BHUMaHUS Ha NOTEHLUMATbHBIE PUCKUN UCKYC-
CTBEHHOIO MHTENJIEKTA, KOTOPbLIE ClleayeT perynmposartb. PUCKM MCKYCCTBEHHOIO
VHTEJNIEKTa XapaKTepU3YTCA pa3HO00pa3nemM TEXHONOMMHYECKUX YrpO3, CXOA-
CTBOM PUCKOB UCKYCCTBEHHOIO MHTEJJIEKTA, C KOTOPbLIMU CTaNIKUBAIOTCH Pa3Hble
CTpaHbl 1 BbICOKOM CNOXHOCTLIO YPaBieHusl, 1 TPebyIoT COrfacoBaHHbIX YyCUINIA
BCEX CTpaH. HeobxoaMMo OCyLLECTBASTL PA3BUTUE UCKYCCTBEHHOIO MHTENEKTA
B CTPaHe C TOYKM 3peHust 0OLUMX MHTEPECOB YenoBeyecTBa, obecrneynsartb 6e3-
OMacHOCTb M YNpPaB/ISeMOCTb MCKYCCTBEHHOIO MHTENNEKTa, YKPEMNIATbE MeEXay-
Hapo4HOe COTPYyOHMYECTBO. B HacToslee BpemMs 3anagHble CTpaHbl oTcTavBa-
IOT KOHLLEMUMIO TEXHOJIOMMYECKON MrereMOHUN U TEXHONOMMYECKON MOHOMONN,
a pasBmBalOLLMECS CTPaHbl MMEIOT Masio BO3MOXHOCTEN BblPaXEHUA MHEHUS B
yrNpaBneHnn UCKYCCTBEHHbIM MHTENNEKTOM, U KuTalickas koHuenuus «CoobLye-
CTBa eanHol cyabbbl YenoBevecTBa» HeobxoauMa A5 yNpaBneHnst UICKYCCTBEH-
HbIM NHTENIEKTOM. HayrHasa ¢ JaHHOM KOHUENMLUMK, B CTaTbe OTMEYaloTCHd HOBble
KUTaNCKME OMbITbl 1 NPEASIOKEHNS B 061aCTV BHYTPEHHETO Y MEXAYHAPOAHOro
yrNpaBneHns NCKYCCTBEHHbIM UHTENNIEKTOM. B oTBET Ha npobnemMy 4pe3MepHoro
1CNONb30BaHNS 1 3710ynoTpebneHns HoBeIMU TexHonorusmn Kutar npegnaraet
€034aTb CUCTEMY YMNPaB/IEHNS NCKYCCTBEHHbIM NHTESIEKTOM, BKJIHOHAIOLLYIO CO-
BMECTHOE yrnpaBJiEHNE CO CTOPOHbI Pa3fINyHbIX CYOLEKTOB, OTKPLITOE 1 NPO3pay-
HOE perynMpoBaHne, BCECTOPOHHUE KOHCYNbTauun, paspaboTky apdeKTUBHbIX
3aKOHOB, 4TOObI CNOCcOB6CTBOBATL 6,12ar0TBOPHOMY PA3BUTUIO MCKYCCTBEHHOIO MH-
TennekTa B 6yayLLEM 1 BHOCUTb BKNAZ, B YITy6ieHNE yNpaBieHnst UCKYCCTBEHHbIM
VIHTEJIJIEKTOM C MOMOLLLbIO KNTANCKOIro MNPensioxXeHns.

Knroyesbie cnioBa

rno6asibHoe yrnpaBneHne; NCKYCCTBEHHbIN UHTENNEKT; PUCKU U Yrpo3bl; CO00-
LLEeCTBO eAnHOM cyapObl YeNI0BEYEeCTBA; KUTANCKWNIA OMbIT.

bnarogapHocTu: CrtaTtbsl nmoarotoBfieHa B paMKax obuero npoekta Hauyuno-

HanbHOro GpoHaa obuecTBeHHbIX Hayk KHP «ccnepoBaHne MmexaHM3mMa npaBo-
BOro ynpaefieHns 6e30nacHOCTbO AaHHbIX B LLUOC» (npoekT N2 22BFX160).
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Ana untupoBanns: L13a LLlaocioe. YnpaBneHne NcKyCCTBEHHbIM MHTENIEKTOM
n onbIT Kntas B pamkax koHuenuumm «CoobLliectea eamHoOM cyapbbl 4enoBeye-
cTtBa» // Bonpocbl npasa B undpoyto anoxy. 2023. Tom 4. N2 3. C. 81-96 (Ha
aHrn. g3.) DOI:10.17323/2713-2749.2023.3.81.96

Nnpopmayuns 06 aBTope:
Li3a LLlaoctoe — QOKTOp I0pUANYECKNX HAyK, JOLEHT.

Cratbs noctynuna B pegakumio 10.09.2023; ogobpeHa nocne peLeH3npoBaHns
05.10.2023; npuHsiTa k onybnukosaHuio 05.10.2023.

HaydHasi ctatbsi

YAK :340
DOI:10.17323/2713-2749.2023.3.97.116

AHAJIN3 PUCK-OPUEHTUPOBAHHOIO NMOAXOA4A
B MPOEKTE PEIMTAMEHTA EC OB UCKYCCTBEHHOM UHTEJIJIEKTE

AmMmutpuin Jleounaosuny KyrenHnkos
Ocman AnukoBud Mxaes

2 UHCTUTYT rocyaapcTea 1 npasa TIoMEHCKOro rocy4apCTBEHHOMO YHUBEpCUuTe-
Ta, Poccus, TiomeHb, 625003, yn. Bonogapckoro, 6

" kuteynikov@me.com, https://orcid.org/0000-0003-1448-3085,
https://elibrary.ru/author_profile.asp?id=776358

2 izhaev.osman@gmail.com, https://orcid.org/0000-0003-3777-8927,
https://elibrary.ru/author_profile.asp?id=827391

AHHOTauus

B cTatbe aHanmanpyeTcs puck-OpUEeHTUPOBAHHbLIN NOAXO0L, KOTOPbIV IEXUT B OC-
HoBe npoekTa PernameHTta EC 06 V. MpennonaraeTcs, 4TO AaHHbIN akT byaoeT
NPUHAT A0 KoHua 2023 roga v CTaHET LEeHTPasibHbIM 3BEHOM B CUCTEME NPaBOro
perynnmpoBaHns OTHOLLEHWI, CBSA3aHHbIX Pa3paboTKon 1 NPUMEHEHNEM CUCTEM
MCKYCCTBEHHOr0 MHTennekTa B EBponeickom coto3e. BmecTte ¢ TeM NOCTOSIHHOE
M3MEHEHMEe TEXHOJIOMMYECKMX peannii co3gaeT HoBble NPo6aeMbl U BbI30BbI 1151
3akoHopartenemn, cbanaHCMpOBaHHOE PELLIEHNE KOTOPbIX 3aMMET eLle roapl. Tak-
e LMPOKOE pacrnpocTpaHeHre 3a nocneaHuii rog 6a3oBbix MOAENEN N CUCTEM
MCKYCTBEHHOIO UHTesIekTa obLero Ha3zHadyeHus notpedyeTt AopaboTkm nepBo-
Ha4YasbHOM KOHLENLMN PUCK-OPUEHTMPOBAHHOIO NOAX0Aa.

B HacTosweM nccnenoBaHum nNpoaHanmanpoBaHbl obuime npobnemsbl, npucy-
Lne pUCK-OPUEHTUPOBAHHOMY NMOAX0AY, TakMe Kak onpeneneHne Kpyra CUCTEM
MCKYCCTBEHHOIO MHTENNEKTA, UX Kiaccudukaums rno ypoBHAM pucka ans npas
4yenoBeKka, a TakXe pacrnpocTpaHeHVe OMNTMManbHOro Habopa pPUaNYECKNX
TpeboBaHUI AN KaxkaoWn rpynnbl Takux cuctem. enaetcs BoiBOA, YTO s 60-
nee rmMbkoro noaxopa K HoOpMaTMBHOMY MPaBOBOMY PEryMpPOBaHMIO HEOOXO-
oMo gnddepeHumpoBaTtb TpeboBaHMS Kak Mo YPOBHSAM pUCKa, Tak U MO BCEM
aTanam Mx XWU3HEeHHOro uykia 1 YPoBHAM aBTOHOMHOCTU. OTAoenbHO aHannaun-
pytoTcs nNpobnieMbl PacnpoCTPaHEHUS PUCK-OPUEHTMPOBAHHOIO MOAX0o4a Ha
6a30Bble MOJESNN N CUCTEMbI UICKYCCTBEHHOMO MHTENEKTa 00LLEr0 HA3HAYEHWS.
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KnouyeBbie cnoBa:

VCKYCCTBEHHbIN UHTENNEKT; cuctembl VIW; 6onblune S3bIkOBble MOLENU; FeHe-
paTuBHble cuctemsl NN; 6a3oBble Mogenu; cucteMsl MM obuiero Ha3zHavyeHus;
npoekt PernameHta EC 06 NW; puck-opreHTMpOBaHHbIN noaxon,; npoiueaypa
oueHkn cooteeTcTBus cuctem UIN; ayout cuctem UN.

BnarogapHocTu: ctatbs onybankoBaHa B pamkax npoekTa no noanepxke ny-
Onvkaunii aBTOPOB POCCUICKMX 06Pa30BaTeNbHbIX M HAYYHbIX OpraHn3auuii B
Hay4HbIX n3gaHnax HAY BLUS.

Ana untnposanus: [.J1. KytenHmkos, O.A. NxaeB. AHann3 pmck-OpueHTnpo-
BaHHOIro noaxona B npoekte PernameHta EC 06 MCKYCCTBEHHOM UHTeNnekTe //
Bonpockl npaea B undposyto anoxy. 2023. Tom 4. N2 3. C. 97-116 (Ha aHr. 93.)
DOI:10.17323/2713-2749.2023.3.97.116

HNupopmauyms o6 aBTopax:

[.J1. KyTeH1KoB — kaHaMOaT iopuanyeckmx Hayk pykoBoauTeNb naboparopum
«CoumanbHO-NpaBoBbIe MOAX0Abl MCMOJIb30BAHUSA MCKYCCTBEHHOMO NHTENEKTa
1 POBOTOTEXHUKIN»

N-kon: 1877-8584, AuthorID: 776358

O.A. xxaeB — kaHAMAAT IOPUANYECKNX HAYK, CTAPLLMIA HAYYHbIA COTPYOHVK na-
6opatopun «CoumanbHO-NpaBoBble MOAXOAbI NCMOJIb30BAHUSA NCKYCCTBEHHOIO
WHTENNEeKTa n pO6OTOTEXHUKM»

Bknan aBTOPOB: BCe aBTOPbLI CAENaNM 9KBUBAJIEHTHbLIN BKad, B MOArOTOBKY My-
onukaumn.

Cratbsi noctynuna B pegakumio 14.09.2023; onobpeHa nocne peLeH3npoBaHuns
05.10.2023; npuHsTa k onybnmkoaHuto 05.10.2023.



ABTOPAM

TpeboBaHusa K 0pOpPMIJIEHUIO TEKCTA cTaTen

MpeacTaBneHHble cTaTbU LOJXHbI ObITb
OpuUrMHanbHbIMK, He 0onybGMKOBaHHLIMUA
paHee B Apyrvx rnevarHbix nagaHusx. Ctarbm
[OJKHbI ObITb akTyasnbHbIMK, 06naaaTh Ho-
BU3HOI, coaepXaTb BblBOAbI WCCeaoBa-
HWS, @ TakXe COOTBETCTBOBATb YKa3aHHbIM
HWXe npasunam obopmnenus. B cnyyae He-
Haanexatlero opopmMeHns cTaTb OHa Ha-
npaBfsieTcs aBTopy Ha A0PaboTKy.

Cratba npeacrtaengaeTca B 3JIEKTPOHHOM
Buae B dopmare Microsoft Word no agpecy:
lawjournal@hse.ru

Appec pegakumm: 109028, Mocksa, b. Tpex-
CBATUTENBLCKNI Nep, 3, od. 113

Pykonucu He Bo3BpalLLaloTcs.

O6bem cTaTbu
O6bem crateir oo 1,5 ycn. n.n., peueH-
3un — 0o 0,5 ycn. n.n.

Mpun HaGope TekcTa He06X0AMMO UCMOSIb-
3o0Batb WpUPT «Times New Roman». Pas-
Mep wpudTa s OCHOBHOMO TekCTa Cra-
Tem — 14, cHocok — 11; Hymepaumsi CHOCOK
CMoWwHas, NocTpaHnyHas. TekcT neyara-
eTcsa yepes 1,5 nutepsana.

HasBaHue cTtaTbm

HaseaHue ctaTbn NPMBOANTCH HA PYCCKOM
N aHIMUINCKOM €3blke. 3arnasuve DOJIKHO
ObITb KPATKNM 1 MHDOPMATUBHbLIM.

CBepneHus 06 aBTopax
CBepfieHus 06 aBTOpax NpPUBOASATCS HA PyC-
CKOM 1 @HTIMNCKOM A3bIKax:

+ damunus, nMs, 0TYECTBO BCEX aBTOPOB
NOJIHOCTbIO

* MOJIHOE Ha3BaHWe opraHM3aumm — mMe-
cTa paboTbl Kaxaoro aBTopa B UMEHU-
TEeNbHOM Nagexe, ee rMoJHbIN NOYTOBbIN
agpec.

+ [OOJIXKHOCTb, 3BaHWe, yyeHas cTeneHb
KaX[,0ro aBTopa

* afpec aNeKTPOHHOW MoYTbl ANS Kaxao-
ro aBTopa

AHHOTauus

AHHOTaLMS NPeaoCTaBNAETCS Ha PYCCKOM
1 aHIUINCKOM A3blkax o6bemom 250-300
CIOB.

AHHOTaLMSA K cTaTbe A0JIKHA OblTb JIOrNY-
HOW (cnenoBarb JIOrMKe ONUCaHUS pPesysib-

TaToB B CTaTbe), OTpaxarb OCHOBHOE CO-
nepxaHuve (npegmerT, uesfib, MeToa0s1oruio,
BbIBOZbl UCCIEA0BaAHMSA).

CeepeHus, cogepxawuecs B 3arnaBum
cTaTbU, HE J0JIKHbI MOBTOPSATLCS B TEKCTE
aHHoTaumn. Cnepyet wmsberaTb JIMLLHUX
BBOJHbIX ¢pas (Hanpumep, «aBTop CTaTbu
paccMaTpuBaET...»).

MCTODM'-IeCKVIe CrnpaBKn, €cjin OHU He
COCTaBJISIlOT OCHOBHOE COAEPXaHME [OKY-
MeHTa, onucaHve paHee onyGMKOBaHHbIX
paboT 1 06LWEeN3BEeCTHbIe MONOXEHUs, B
aHHOTaUuMu He NpmnBoOOATCA.

KniouyeBbie cnoBa

KntouyeBble crnoBa NpuBOAATCS HA PYCCKOM
M aHrninckoM a3bikax. Heobxoammoe Ko-
JINYECTBO KJIKOYEBBLIX CJIOB (CNOBOCOYEeTa-
Huin) — 6-10. KnioueBble cnoea nnm cno-
BOCOYETaHUA OTAeNATCHa Opyr OT Apyra
TOYKOW C 3anATON.

CHoOCKM

CHOCKM NOCTPaHUYHbIE.

CHockun odopmnsiorca cornacHo FOCT P
7.0.5-2008 «Cuctema cTtaHAapToOB MO UH-
dopmauun, GUBINOTEHHOMY U U3JaTENb-
ckomy aeny. bubnuorpaduyeckas ccebinka.
O6wume TpeboBaHMa 1 NpaBuia CocTaBle-
HUs»,  yTBEpXAeHHOMY  dDepepasibHbIM
areHTCTBOM MO TEXHUYECKOMY PEerynmpo-
BaHWio 1 MeTposiorun. MoapobHas nHdop-
Maums Ha canTe http://law-journal.hse.ru.

Tematuueckas pyopuka
0O653aTeNnbHO —  KOA MEXAyHapOOHOM
knaccudukaumm YIK.

Cnucok nutepaTypbl

B KOHLLe cTarby MPUBOAMTCS CMIUCOK NNTE-
patypbl. Cnncok cnepyeT obopmisTs Mo
FOCT 7.0.5-2008.

CrtaTtbu peueH3upyloTcsa. ABTopam npe-
[OCTaBNSETCA BOSMOXHOCTb O3HAKOMUTb-
Ccq C cogepXxaHmem peueH3uin. MNpu otpu-
LaTenbHOM OT3bIBE peLeH3eHTa aBTopy
npenoCcTaBnsgeTcss MOTMBMPOBAHHbIN OTKa3
B ony6MKoBaHUN maTepuana.

MnaTta ¢ acnupaHToB 3a ny6aMkaumio py-
KONUCEWN He B3MaeTCs.



Bermyckatommnit pegakrop P.C. Paa6
Xynoxuuk A.M. Ilasenos
KommnbiorepHas Bepctka H.E. Ilysanosa



	Снимок экрана 2023-10-31 113600 (1)
	1194-1575-PB (1)

