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 Abstract
The article contains a comprehensive analysis of the very relevant topic of ensuring 
transparency and explainability of public administration bodies in the context of an 
ever-increasing introduction of automated decision-making systems and artificial 
intelligence systems in their operations. Authors focus on legal, organisational and 
technical mechanisms designed to implement the principles of transparency and 
explainability, as well as on challenges to their operation. The purpose is to describe 
the existing and proposed approaches in a comprehensive and systematic man-
ner, identify the key risks caused by the non-transparency of automated decision-
making systems, and to evaluate critically the potential that various tools can have 
to minimise such risks. The methodological basis of the study is general scientific 
methods (analysis, synthesis, system approach), and private-scientific methods of 
legal science, including legalistic and comparative legal analysis. The work explores 
the conceptual foundations of the principle of transparency of public administration 
in the conditions of technology transformation. In particular, the issue of the “black 
box” that undermines trust in state institutions and creates obstacles to juridical pro-
tection, is explored. It analyses preventive (ex ante) legal mechanisms, such as man-
datory disclosure of the use of automated decision-making systems, the order and 
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logic of their operation, information on the data used, and the introduction of pre-
audit, certification and human rights impact assessment procedures. Legal mecha-
nisms for ex post follow-up are reviewed, including the evolving concept of the “right 
to explanation” of a particular decision, the use of counterfactual explanations, and 
ensuring that users have access to the data that gave rise to a particular automated 
decision. The authors pay particular attention to the inextricable link between legal 
requirements, and institutional and technical solutions. The main conclusions are 
that none of the mechanisms under review are universally applicable. The neces-
sary effect may only be reached through their comprehensive application, adapta-
tion to the specific context and level of risk, and close integration of legal norms 
with technical standards and practical tools. The study highlights the need to further 
improve laws aimed at detailing the responsibilities of developers and operators of 
the automated decision-making system, and to foster a culture of transparency and 
responsibility to maintain public administration accountability in the interests of so-
ciety and every citizen.
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Introduction

Introduction of automated decision-making systems and artificial in-
telligence (AI) systems into the operations of public administration bod-
ies marks a new era in the development of public administration, which 
can be loosely described as the “automation of public administration.” Its 
main purpose is to increase efficiency, optimise resources and enhance 
the quality of government services that may be provided automatically, i.e. 
without direct human involvement. In this case, citizens interact directly 
with the technology envelope of public administration. Hence, this cre-
ates a range of challenges, and maintaining transparency and explainabil-
ity of the decisions taken holds a special place among them.

Historically, the principle of transparency (openness) of public au-
thority activities evolved as a fundamental guarantee that the authorities 
would be accountable to society, citizens’ rights would be protected, and 
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the basis for trust between the state and its citizens would be laid. As 
decisions affecting the rights and legitimate interests of individuals are 
increasingly made or drafted without the direct participation of a hu-
man person (public servant), the so-called “black box” problem arises 
that consists in the opacity of the internal decision-making logic and the 
prerequisites for making a certain final decision. 

Thus, the lack of understanding how and on what grounds the au-
tomated decision-making system has come to a particular conclusion 
undermines trust in state institutions, creates obstacles to juridical pro-
tection and is capable to lead to systemic violations of legal guarantees, 
and human and civil rights. Therefore, our article aims to provide a 
comprehensive analysis of and offer a system for existing and proposed 
legal mechanisms aimed at ensuring transparency and explainability of 
automated decision-making systems and AI systems in public adminis-
tration. It explores the conceptual foundations of the transparency prin-
ciple in the context of new technology realities, identifies the key risks 
associated with the opacity of algorithm systems, and critically assesses 
the potential and limitations of various legal instruments (both preven-
tive ones, ex ante, and subsequent control ones, ex post) in addressing 
the issue under review. A special emphasis is placed on the need to inte-
grate legal, organisational and technical approaches in order to establish 
an effective system of safeguards.

1. Conceptual Foundations of and Challenges
to Opacity in the Context of Automation
of Public Administration

1.1. Automated Decision-Making and Artificial Intelligence 
in the Public Sphere: Essence and Key Parameters 

In the past years, public administration has been actively exploring 
the potential of automated decision-making, i.e. the procedure of mak-
ing decisions where information technologies are used either to facilitate 
the formation of judgements by decision-makers, or to replace them, 
partially or completely. In this situation, it should not be of critical im-
portance which particular technology (whether a simple rules-based 
system or a neural network) has influenced the outcome. Undoubtedly, 
the specificity of technology must be taken into account in creating a 
regulatory requirements framework for the development, implementa-
tion and operation of such systems. At the same time, the very fact that 
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the process of making a decision that affects the rights and freedoms of a 
person is automated plays the decisive role in determining the item sub-
ject to regulation. The existing law-enforcement practice confirms this: 
even automated decision-making systems that use software code and that, 
according to some classifications, do not belong to AI systems (e.g., self-
learning systems) in a strict sense can influence the lives of citizens and the 
activities of organisations in very serious and sometimes critical ways1. In 
view of the above, one should positively assess the approaches of such sys-
tems of justice where the “automated decision-making process” as such is 
the special subject of regulatory influence, regardless of the complexity of 
the underlying system. It enables a broader and more technology-neutral 
legal regulation and thus covers the risks associated with automation2.

Automated decision-making systems can be classified on various 
grounds: 

by their application sphere: law enforcement, legislative, judicial ac-
tivities;

by the level of their automation: partially automated (a human opera-
tor supports the decision-making process), delegated (the system initi-
ates and makes the decision but hands over to a human operator in case 
of a problem), and fully automated decision-making;

by their legal significance: decisions that have direct legal conse-
quences; intra-organisational decisions; decisions that have other sig-
nificant effects. 

by the technologies used: systems based on rigidly defined rules, sys-
tems based on statistical methods, AI-based systems (machine learning, 
deep learning, etc.).

1  See: Automating Society Report 2020. Available at: URL: https://automa
tingsociety.algorithmwatch.org (accessed: 07.05.2025); Automating Society 2019. 
Available  at:  URL:  https://algorithmwatch.org/en/automating-society-2019/ 
(accessed: 07.05.2025)

2  See: Directive on Automated Decision-Making. 2019. URL: https://www.
tbs-sct.canada.ca/pol/doc-eng.aspx?id=32592 (accessed: 11.12.2023); Gesetz über 
die Möglichkeit des Einsatzes von datengetriebenen Informationstechnologien bei 
öffentlich-rechtlicher Verwaltungstätigkeit (IT-Einsatz-Gesetz ITEG) Vom 16. März 
2022. Available at:мURL: https://www.gesetze-rechtsprechung.sh.juris.de/bssh/
document/jlr-ITEGSHpP1 (accessed: 10.12.2023); Article 28(1) Förvaltningslag 
(2017:900); Articles 41 и 42 Ley 40/2015, de 1 de octubre, de Régimen Jurídico del 
Sector Público; Article 35a Verwaltungsverfahrensgesetz (VwVfG); Articles L311-
3-Р311-3-1-2 Code des relations entre le public et l’administration
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At the same time, by introducing automated decision-making, the 
state seeks to improve the efficiency of public administration, minimise 
“human factor” errors, cut costs, and reduce corruption risks. However, 
these advantages come with major challenges including threats to hu-
man rights, difficulty to ensure human control, the problems of diffusing 
responsibility and, of particular importance for our study, the funda-
mental issue of making such systems transparent and explainable.

1.2. The Principle of Transparency in Public Administration: 
Theoretical and Legal Dimension 

The principle of transparency (openness) of the activities of public 
administration is the cornerstone of a modern state governed by the rule 
of law. Historically, the idea of the openness of power has come a long 
way from the first legislative acts (for example, the Swedish Law ‘On 
Freedom of the Press’ of 1776) to its global recognition and enshrine-
ment in international documents and national legal systems, including 
the Russian Federation Constitution (Part 2, Article 24). 

However, to characterise the phenomenon in question, modern Rus-
sian legal doctrine and legislation use terms that are different, although 
close in meaning: ‘transparency’, ‘openness’, ‘transparency’, ‘glasnost’, 
‘publicity’, ‘publicity’ [Silkin V.V., 2021: 20–31]. Such diversity, as not-
ed in the literature, “results in a certain conventionality in the use of this 
or that term, the blurring of the concepts in question” [Pogodina I.V., 
2023: 29–31]. This may make it difficult to develop a unified approach 
to their enshrinement in law and to their enforcement in the specific 
context of automated decision-making systems.

Despite the nuances in terminology, the essence of the principle lies 
in a mode of functioning of public authorities, which ensures that infor-
mation on their activities is accessible to the society, creates conditions 
for public control and participation of citizens in the management of 
state affairs, and promotes the development of mutual trust between the 
state and society.

The transparency principle in Russian law includes the following key 
elements: 

information openness: the obligation of state and local self-govern-
ment bodies to actively publish information about their activities (e.g., 
on official websites, and in the media) and provide this information 
upon requests from citizens and organisations. Federal Law No. 8-FZ 
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“On Access to Information on the Activities of State Bodies and Local 
Self-Government Bodies” of 09.02.2009 describes in detail the possible 
ways of ensuring access to information. These include its publication in 
the mass media (Art. 12), placement on the Internet (Art. 13, 14), place-
ment in the premises occupied by the authorities (Art. 16), provision of 
information upon request (Art. 18), and others. Federal Law No. 149-
FZ of 27.07.2006 “On Information, Information Technologies and In-
formation Protection” also enshrines the openness of information on 
the activities of government bodies and free access to such information 
as one of the principles of legal regulation (Art. 3);

comprehensibility and accessibility of information: information 
should be provided in a form that ensures that it can be perceived and 
understood by a wide range of people, and not specialists only. As the 
Concept of Openness of Federal Executive Bodies (approved by the or-
der of the Government of the Russian Federation of 30.01.2014 No. 93-r)  
notes, the “comprehensibility” of information is important;

civil society involvement and public control: transparency creates 
prerequisites for a constructive dialogue between the authorities and so-
ciety, for citizen participation in the process of developing and making 
decisions. Federal Law No. 212-FZ of 21.07. 2014 “ Fundamentals of 
Public Control in the Russian Federation” explicitly states that one of 
the tasks of public control is “to increase the level of trust of citizens in 
the activities of the state, as well as to ensure close cooperation between 
the state and civil society institutions” (part 2, Article 2). For example, 
the Rules for Disclosure by Federal Executive Authorities of Informa-
tion on the Preparation of Draft Regulatory Legal Acts and the Results 
of their Discussion (approved by Resolution of the Russian Federation 
Government No. 851 of 25.08.2012) are aimed at implementing the 
principle of transparency. These Rules provide for compulsory posting 
of draft regulatory legal acts on the portal <regulation.gov.ru>. 

accountability and responsibility of the authorities: the openness of 
the activities of the authorities allows the public to assess their effective-
ness, identify violations, and hold officials accountable for their actions. 
As academician O.E. Kutafin rightly emphasised, in the modern period 
“state power responsible to the people and the law” is one of the main cri-
teria for the establishment of constitutionalism [Kutafin O.E., 2008: 18].

developing and maintaining trust between the state and society: as 
enshrined in Article 75.1 of the Russian Constitution, “conditions shall 
be created in the Russian Federation for sustainable economic growth of 
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the country and improvement of the welfare of citizens, for mutual trust 
between the state and society.” Trust, in turn, serves as the basis of social 
institutions, “uniting people, guaranteeing them security, the success of 
collective endeavours and allowing them to direct their combined ener-
gies for the common good” [Narutto S.V., Nikitina A.V., 2022: 13–18].

Thus, transparency is not just a desirable attribute, but a fundamen-
tal legal principle of public authorities’ activity in a modern state gov-
erned by the rule of law. It has deep roots and has been enshrined in 
international acts and national laws including the Russian Constitution. 
The contents of this principle is quite diverse: it includes information 
openness, clarity and accessibility; society involvement; accountability 
and responsibility of authorities; and society’s confidence in the govern-
ment. 

Implementation of the transparency principle helps enhance mutual 
trust between the state and society, improve public administration effi-
ciency, prevent corruption, and protect citizens’ rights. Still, to achieve 
real transparency it would be necessary not only to pass laws and regula-
tions, but also to develop the corresponding culture in government bod-
ies, and for civil society to take a pro-active stance. It is important to 
balance openness with the need to protect legal interests.

In this context the article offers a comprehensive analysis of the very 
relevant topic of ensuring public administration bodies’ transparency 
and explainability in the context of an ever-increasing implementation 
of automated decision-making systems and artificial intelligence sys-
tems in their operations.

1.3. From Legislative towards Scientific  
Understanding of the Prerequisites for Maintaining  
the Transparency of Automated and Artificial  
Intelligence for Public Administration 

Scholars in the sphere of legal science emphasize that in addition to 
enshrining transparency as a basic principle of public administration 
there are other prerequisites to enshrine the requirement of transpar-
ency and explainability of automated decision-making systems:

Trust is a significant aspect of automated decision-making, and ex-
plainability and transparency are necessary to increase and fortify this 
trust [Fine Licht de K., Fine Licht de J., 2020: 917]. Algorithm explain-
ability is more important than algorithm transparency both for the ordi-
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nary citizen and for the person making decisions [Grimmelikhuijsen S., 
2023: 242] because explainability allows to reveal the cause-and-effect 
relationship between the input data, the logic of the system operation, 
and the automated decision made, thus contributing to understanding 
its validity.

In addition, sociological surveys compare citizens’ trust in the case 
of decision-making with or without human involvement. E.g., one of 
them noted that when an AI system solved a “technical” job scheduling 
task, there was no difference in ranking, but for tasks requiring “human 
judgement,” namely making a hiring decision, algorithms were per-
ceived as less trustworthy [Lee M.K., 2018: 1-16]. Another study shows 
that citizens have less trust in automated decisions that “lack transpar-
ency.” However, there is no transparency in the decision-making pro-
cess even for the decision makers themselves [Schiff D.S., Schiff K.J., 
Pierson P., 2022: 653–573].

Explanation and transparency contribute to the creation of a safer 
and more reliable product, and enable collecting evidence for account-
ability [Sokol K., Flach P.A., 2019: 1–4]. This is especially important 
in the field of diagnosis and treatment, because in the absence of such 
requirements, the fundamental principles of medical ethics are jeop-
ardised, which may negatively affect the safety of the individual and so-
ciety.

Transparency encourages the human user to participate in the deci-
sion-making process, and explanations allow to correct and find tech-
nical errors in the automated decision-making system [Srinivasu P.N. 
et al., 2022: 1–20].

Explainability and transparency are necessary conditions of account-
ability for both the decision-maker and the operator of the automated 
decision-making system. Transparency is an informational aspect of ac-
countability and as such is a prerequisite for accountability. And the in-
dividual right to information or clarification is only one of the elements 
of a broader structure of regulation and supervision [Wischmeyer T., 
Rademacher T., 2020: 75–101].

Lack of algorithm transparency can hide discrimination, create 
room for manipulation, or make people blindly trust algorithm-based 
decision-making [Drunen M. Z., Helberger N., Bastian M., 2019: 220–
235]. Price discrimination can be identified in addition to gender dis-
crimination, which creates inequality among different segments of the 
population [Veale M., Edwards L., 2018: 401–402].
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Transparency allows to remove information asymmetry between 
all actors. As a result of the use of automated systems, an information 
asymmetry may develop, first of all between a state agency (the system 
operator) and a citizen (the subject of the decision), where the advan-
tage of one person arises precisely owing to information about the other 
person (including information against the other person). Information 
asymmetry can be used both to the advantage and to the disadvantage.

Explainability and transparency ensure the decision-making proce-
dure is legitimate [Fine Licht de K., Fine Licht de J., 2020: 918–926]. 
Moreover, an automated decision, made in a way that is explainable and 
procedurally fair, helps to ensure that the decision is legitimate and that 
the decision-making body has credibility among citizens.

Explanation and transparency may be helpful to the applicant by 
helping to understand which inputs had the strongest influence on the 
decision made [Verma S., Boonsanong V. et al., 2022: 2]. In addition, 
these requirements allow an applicant to challenge a decision, for exam-
ple, if their race was critical in determining the outcome. This may also 
be useful for organisations when testing their algorithms for systematic 
biases.

In some cases, explanation and transparency provide the applicant 
with feedback on the basis of which they can take action to get the de-
sired outcome in the future.

Explanation helps to adhere to laws related to machine decisions, in-
cluding Regulation No 2016/679 of the European Parliament and of the 
Council of the European Union “On the protection of natural persons 
with regard to the processing of personal data and on the free circulation 
of such data and repealing Directive 95/46/EC (General Data Protec-
tion Regulation)” (hereinafter GDPR).

At the same time, there are also opposing views arguing the require-
ments of explainability and transparency are unnecessary, especially 
in the context of public administration. The arguments proposed are 
that the pace of technology development, multiple transparency con-
cepts, uncertainty about where transparency is required, how best to ap-
proach communication with different stakeholders, and how to build 
transparency measures into meaningful and organisationally realistic 
accountability measures all pose challenges to implementing these re-
quirements, despite seemingly general agreement this is important [Fel-
zmann H., Fosch-Villaronga E., Lutz C. et al., 2020: 3355]. These chal-



170

E-Government

lenges may also include the risks of disclosure of algorithm developers’ 
trade secrets, the possibility of system manipulation by knowledgeable 
actors (“gaming” the system), and the significant costs of developing 
and implementing truly effective explainability mechanisms for complex 
AI systems. Furthermore, there is a concern that excessive transparency 
requirements may slow down the adoption of innovative technologies in 
public administration.

2. Legal Mechanisms to Maintain Transparency  
and Explainability of Automated Decision-making  
and AI Systems 

2.1. Mechanism Categories: ex ante Approach  
and ex post Approach 

Contemporary and proposed mechanisms aimed at maintaining 
transparency and explainability of automated decision-making systems 
and AI systems in public administration may be categorised on various 
grounds. Legal doctrine and related fields of knowledge offer various 
grounds for categorising such mechanisms3.

Categorisation by the goal of transparency and explainability. Under 
this approach, items that fall under the requirement of transparency and 
explainability, can be grouped by the two main aspects: 

Transparency and explainability of the decision-making process (al-
gorithm) implies disclosure of information about the system itself, its 
architecture, logic of functioning and data used (e.g., what factors the 
system takes into account and how when making decisions); 

Transparency and explainability of the outcome (a particular deci-
sion): focuses on providing information that justifies a specific decision 
made by the system in relation to a particular actor or situation (e.g., 
why a particular decision was made in this case and what data of the ac-
tor influenced it).

Categorisation by the timing of the explanation and the nature of the 
transparency. This approach differentiates mechanisms depending on 

3  See: Explaining decisions made with AI. 2022. Available at: URL: https://
ico.org.uk/for-organisations/uk-gdpr-guidance-and-resources/artif icial-
intelligence/explaining-decisions-made-with-artificial-intelligence/ (accessed: 
07 April 2025)
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the stage in the life cycle of automated decision making and AI systems 
in which they are implemented, and subdivides transparency into:

ex ante mechanisms. These mechanisms are implemented before 
automated decisions are made, and independently of a particular deci-
sion. Their purpose is to prevent risks, ensure the predictability of the 
system’s operation, and inform the public and stakeholders about the 
principles of its operation and potential consequences; 

ex post mechanisms. These mechanisms are applied after the auto-
mated decision has been made, especially if it affects the rights and le-
gitimate interests of the subjects. Their purpose is to ensure accountabil-
ity, enable effective appeal, correct errors and analyse the performance 
of the system for future improvement.

Categorisation by the levels and types of transparency. The following 
interrelated levels and types of transparency can be identified depending 
on the item of information disclosure:

data transparency: disclosure of information about the data used. This 
aspect is critical because the quality and characteristics of the data directly 
affect the functioning and performance of the system and the AI.

algorithm transparency: disclosure of information about the algo-
rithm itself. The purpose is to maintain understanding of how the sys-
tem processes information and arrives at conclusions. In some cases, 
this may involve disclosure of the source code or model of the AI, al-
though this carries risks to intellectual property, various secrets, and in-
formation security (e.g., identifying system vulnerabilities);

results transparency: the ability of a system or its associated mecha-
nisms to explain in ways understandable to a human why a particular 
decision was made and how certain inputs led to a particular conclusion.

These approaches to classification emphasise the multidimensional-
ity of the concepts of “explainability” and “transparency” in relation 
to the automated decision-making system. At the same time, different 
types of transparency and explainability mechanisms are not mutually 
exclusive. On the contrary, they should complement each other, form-
ing a comprehensive system at all stages of the system’s life cycle in pub-
lic administration.

Our analysis of foreign academic literature, laws and law enforcement 
practices allows us to identify a number of basic legal, institutional and 
technical mechanisms aimed at ensuring the transparency and explain-
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ability of the system. We believe in the beginning it would be expedient 
to group them according to one of the key classifications, namely the 
timing of the explanation (ex ante and ex post):

2.2. Mechanisms of Preventive Control (ex ante) 

Ex ante mechanisms create conditions for inherent predictability, 
controllability and legitimacy of automated decision making. 

Disclosure of the use of an automated decision-making system. Ob-
ligation to inform actors that a decision has been made using the above 
system. This is a basic requirement related to the right to information 
and necessary for the realisation of other rights (request for information; 
call for human intervention: right to appeal a decision made using an 
automated decision-making system);

Disclosure of the order or logic of decision-making (under personal 
data laws). Personal data law (e.g., the general requirements for inform-
ing the person contained in Federal Law No. 152-FZ “On Personal 
Data” of 27.07.2006), contains rules requiring operators to explain how 
automated decisions are made or to provide “meaningful information 
about the logic involved”, although the level of detail isn’t as significant 
as in Articles 13-15 of Regulation (EU) 2016/679 of the European Par-
liament and of the Council of 27.04.2016 on the protection of natural 
persons with regard to the processing of personal data and on the free 
movement of such data, and repealing Directive 95/46/EC (General 
Data Protection Regulation) in the EU. However, this mechanism is 
limited in scope only to decisions based solely on automated processing 
of personal data with legal consequences. Other limitations include as-
pects of protection of IP and trade secrets, and the difficulty of explain-
ing the logic of complicated models to non-specialists. Moreover, even 
if such a right does exist, its implementation may be hampered by the 
lack of clear criteria for the “meaningfulness” of information about the 
logic and about the limits on the disclosure of such information so as 
not to infringe the rights of developers. Another open question is the ef-
ficiency of such disclosure for complex self-learning AI systems because 
their logic is not always deterministic and is able to evolve over time;

Disclosure of information about the data used for the development 
and operation of the automated decision-making system. Provision of 
information about the sources, types, and characteristics of data on 
which the system has been trained and operates. This allows the poten-
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tial impact of the system to be assessed, the impact of the system to be 
investigated, and biases to be identified. This also includes disclosure of 
data in the form of open data sets (with due observation of confidential-
ity), which facilitates public scrutiny and encourages innovation;

Disclosure of the programme code and (or) AI model. Providing ac-
cess to the source code or detailed description of the model. This mech-
anism allows for the most in-depth public scrutiny. On the other hand, 
it faces serious constraints related to the protection of intellectual prop-
erty and trade secrets. International practice offers various examples in 
this respect.

Pre-audit, certification, and impact assessment. Independent checks 
of automated decision-making systems prior to implementation for their 
compliance with the law, ethical standards, and to identify risks. These 
may range from government oversight mechanisms to voluntary cer-
tification or internal audit systems. Such internal audit may assess the 
suitability of the system for its stated purposes, the quality and repre-
sentativeness of the data used for training, the existence of discrimina-
tion prevention mechanisms, the reliability and security of the system, 
and the adequacy of measures to ensure transparency and explainability. 
Another promising field is developing standardised methodologies for 
conducting such assessments, including criteria for assessing data and 
algorithm biases, and accrediting independent auditors with relevant 
competencies in both legal and technical areas.

2.3. Legal Mechanisms of Subsequent Control (ex post) 

The aim of this mechanisms is to maintain basis of a decision already 
taken is understood and may be challenged. 

“Right to an explanation” of an individual decision. An evolving con-
cept involving the legislated ability of a person affected by an automated 
decision to receive comprehensible explanations of the system’s role in 
a particular decision and its underlying determinants. An example of 
enshrining such a right is Article 86 of Regulation 2024/1689 of the Eu-
ropean Parliament and of the Council of 13.06.2024 laying down har-
monised rules on artificial intelligence and amending Regulations (EC) 
No 300/2008, (EU) No 167/2013, (EU) No 168/2013, (EU) 2018/858, 
(EU) 2018/1139 and (EU) 2019/2144 and Directives 2014/90/EU, (EU) 
2016/797 and (EU) 2020/1828 (Artificial Intelligence Act). This right 
implies not only stating that an automated decision-making system was 
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used, but providing the user with personalise information about the fac-
tors that influenced a particular decision and, if possible, the logic that 
guided the system. However, implementation of this right directly de-
pends on the technical ability to provide such an explanation in a form 
understandable to the human user, in particular in the case of complex 
AI systems;

Counterfactual explanations. Providing information about what 
changes in the inputs or conditions could have led to a different (e.g., 
desired) outcome. This approach helps in understanding the logic of the 
system and its sensitivity to various factors, and offers practical pieces 
of advice to the user. Counterfacts answer the question “what if” and 
can reveal hidden biases. On the other hand, in implementing this ap-
proach, one is faced with the multiple possible explanations problem 
(“the Rashomon effect”) and the difficulty to take into account all the 
relevant factors. In addition, generating counterfactual explanations can 
be computationally expensive and resource intensive. It is also impor-
tant to bear in mind that while such explanations can be useful for un-
derstanding the system’s sensitivity to changes in the inputs, they some-
times fail to show the real cause for the decision made; instead of it they 
show how a different outcome could have been achieved. That said, they 
have a significant potential in enhancing the understanding and extend-
ing the field of the user’s opportunities to interact with the system;

Disclosure of the data that served as the basis for a particular auto-
mated decision. Ensuring that user has access to specific data that the 
automated decision-making systems used to make a decision about him 
or her. This allows to check the data for correctness and completeness, 
identify irrelevant or discriminatory factors, exercise the right to cor-
rect the data; furthermore, it is the basis for a reasoned challenge to the 
decision. 

3. The Role of Organizational and Technical  
Solutions in the Legal Support of Transparency 

On the other hand, the purpose of legal mechanisms largely depends 
on the existence of adequate organisational and technical tools for im-
plementing them. The rules of law that enshrine principles and duties 
require adequate technical tools for putting them into practice. With-
out proper technology solutions, many legal requirements, such as the 
right to explanation or the obligation to disclose the system’s logic, may 
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remain declarations. That enhances the role of technological methods 
that can either make the systems inherently more understandable or 
provide tools for ex post factum analysis of how they work. 

3.1. Ex ante Organisational and Technical Approaches:  
Interpretable Models and “Transparency by Design”

The key strategy is to create and use systems designed with interpret-
ability or explainability features. That includes: 

artificial intelligence models that are interpretable and explainable 
“by default.” Initially interpretable or explainable models thus directly 
promote the implementation of ex ante legal mechanisms. For instance, 
the use of such models facilitates due diligence audit and certification, 
because their logic is more open to analysis. Besides, it facilitates dis-
closure of information about their decision-making procedure or logic 
and about the data used to develop the system. Legislative codification 
of requirements or recommendations to use such models, especially for 
automated high-risk decision-making in public administration, could 
be an important step towards building transparent automated decision-
making systems. That may be implemented via standards, guidelines for 
developers and state clients, and also via assessment criteria used in the 
procurement of artificial intelligence systems for public needs;

forming publicly accessible registers of the automatic decision-mak-
ing systems used in public administration, indicating their purpose, 
applications (specific state functions or services), type of the data used 
(including the availability and sources of personal data), degree of auto-
mation (decision-making support system or fully or partially automated 
decision), developer and operator information, information on confor-
mity assessment or audit passed (where applicable), and contact infor-
mation for requesting explanations or appealing against decisions. Such 
registers should be easily accessible to citizens and be updated regularly. 
Keeping them could be entrusted to a special authority or integrated 
into existing State service and open data portals;

delegation of specific powers to an existing or newly established pub-
lic authority to supervise automated decision-making systems in the 
public sector. Such powers might include: keeping the above-mentioned 
register, development of transparency and explainability guidelines and 
standards, holding scheduled and extraordinary checks (audits), issuing 
orders to correct any irregularities, and initiating studies to assess the 
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risks and the automated decision-making systems’ impact on individu-
als’ rights. Given the specifics of operating within the public administra-
tion system, it is important to make sure that such an authority is inde-
pendent, impartial, and possesses the required expertise and technical 
resources. A potential mechanism that could strengthen confidence in 
the findings is the adoption of procedures that keep the audit findings 
unchanged and truthful using e.g. distributed registry technology or 
other cryptographic methods to record the findings, and in some cases 
expressly defined by law, for records on formal aspects of the audit, no-
tarisation;

Adherence to Privacy/Transparency by Design approaches. As not-
ed by L. Edwards and M. Veale, the newly passed GDPR introduces 
a number of new provisions that attempt to create an environment in 
which less “toxic” automated systems will be built in future. These ideas 
come out of the long evolution of Privacy by Design engineering as a 
way to build privacy-aware or privacy-friendly systems, generally in a 
voluntary rather than mandated way. [Edwards L., Veale M., 2018: 46–
54]. While, historically, Privacy by Design focused on privacy, its prin-
ciples (proactivity, integration in design, and focus on the user) are also 
applicable to the pursuit of transparency and explainability in a broader 
sense as they lay a basis for Transparency by Design.

Besides, the above concept should extend into a principle of height-
ened requirements to models for high-stakes decisions. Thus, one study 
states that the legislator should call for greater efforts to ensure the safety 
of, and confidence in, machine learning models that support high-stake 
and highly significant decisions [Rudin C., 2019: 206–215]. This prin-
ciple leads developers and customers to choose or create more reliable 
and, potentially, more transparent models at the ex ante stage for critical 
automated decision-making systems in public governance.

3.2. Ex post Organisational and Technical Approaches:  
Explainable Artificial Intelligence Tools for Decision Analysis 

The analysis of decisions already taken by systems (especially, by 
“black boxes”) employs methods of an explainable AI system (Explain-
able AI, XAI): 

Explainable artificial intelligence (XAI) methods. A set of techniques 
that help generate explanations for individual decisions that suit the spe-
cific case and the user’s level of understanding (e.g., LIME  — Local 
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Interpretable Model-agnostic Explanations; SHAP  — SHapley Addi-
tive exPlanations);

Interactive visualisation and What If analysis tools. These enable 
both users and experts to examine the model’s behaviour and under-
stand how different input data will affect the result, which is closely re-
lated to counterfactual explanations;

Intelligent decision assistance. Automated decision-making was 
shown to have many benefits for both business and society, but that 
comes at a cost. It has long been known highly automated decision-
making may have various drawbacks such as biased decisions and loss 
of professional skills by employees. Authors have analysed those two 
disadvantages to develop a new decision support system, namely Intel-
ligent Decision Assistance [Schemmer M., Kühl N. et al. 2021: 1–10]. 
That system complements the human decision-making process with ex-
plainable AI, while offering no concrete recommendations. Such an ap-
proach may be used ex post, so that the human reviewer can understand 
AI contribution to the decision taken and assess it for relevance, which 
is important for human supervision and challenge mechanisms;

Establishing a procedure for challenging automated decisions. De-
velopment of an administrative and judicial procedure for appealing 
against decisions that were taken using automated decision-making 
systems, including the definition of the standard of proof and burden 
of proof distribution. Human control must remain in place and permit 
revision of an automated decision. Thus, whatever the automation level 
may be, there should remain an opportunity to appeal to a human and 
have the decision revised. The procedure should also take into account 
the specifics of automated decision-making systems, e.g. permit re-
questing the system’s technical logs (subject to any limitations on access 
to legally protected secrets) and engaging artificial intelligence experts to 
analyse whether the system is functioning correctly.

Those tools form an institutional and technical basis for exercising 
the right to explanation and can be used for system audit by individuals 
and supervisory authorities.

3.3. Integration of Organisational and Technical Solutions  
into Legal Regulation: the Need and Prospects 

Automated decision-making and artificial intelligence systems can-
not efficiently be made transparent and explainable unless the legal rules 
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are closely integrated with the development, implementation and use of 
the relevant technical standards, tools, and methods. That is because 
legal regulation should not just proclaim duties and principles, but also 
create efficient mechanisms for putting them into practice by stimulating 
technological development and channelling it towards the observance of 
human rights and good governance. 

Firstly, assessment of how the above legal mechanisms are codified 
in the light of the state policy is one of the key modalities. The authors 
of the current paper believe that such mechanisms should accompany 
every stage of an automatic decision-making system’s lifecycle. As an 
additional reference point, we can consider developing criteria and clear 
recommendations for the developers of those systems that could help 
create reliable systems with an emphasis on the protection of the state’s 
core values and the rights of individuals.

That may be achieved particularly by establishing:

minimum requirements on the interpretability of artificial intelli-
gence models depending on the degree of risk and the significance of the 
decisions taken (e.g. mandatory use of verifiable and explainable models 
for high-risk systems); 

formats and protocols for giving explanations that make them un-
derstandable to various categories of users (laypersons, officials and/or 
experts);

standards and requirements on data quality that guarantee the reli-
ability of that fundamental element of artificial intelligence by providing 
accurate, up-to-date, representative and complete data that will under-
lie an automated decision;

requirements on logging the automated decision-making system’s 
actions, which is critical for conducting audit, investigating incidents 
and providing evidence in a decision challenge process. The said logs 
must contain information about the input data, key information pro-
cessing stages, and the resultant decision indicating time. 

Secondly, law should encourage and regulate the use of specific tech-
nical tools and techniques that enhance transparency. This includes: 

supporting the development and implementation of explainable 
artificial intelligence (XAI) tools such as LIME, SHAP or analogues, 
adapted for use in state information systems. The state could either com-
mission such developments or facilitate their advent into the market;
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creation and support of platforms for testing and verifying an auto-
mated decision-making system for compliance with transparency and 
non-discrimination requirements and with other ethical and legal rules. 
Such sandboxes could be used by developers as well as supervisory au-
thorities; 

development of methods for assessing the automatic decision-making 
systems’ effect on human rights (Human Rights Impact Assessment), to 
include technical aspects of system analysis and the assessment of po-
tential social consequences of their adoption. 

Thirdly, legal conditions should be created to support efficient use 
of technically generated explanations and data in legal procedures. Law 
should establish requirements on the quality, completeness and under-
standability of technically generated explanations so that individuals can 
use them to protect their rights, and courts and administrative authori-
ties can use them to assess decisions for lawfulness. The legal status and 
evidential force of information obtained from an automated decision-
making system (such as logs and explanations) should be defined. This 
should include development and codification of procedures for request-
ing, receiving and challenging such explanations that will guarantee 
prompt provision of understandable information and easy access to the 
procedure itself.

Fourthly, it is important to develop interdisciplinary co-operation. 
The transparency of an automated decision-making system can only be 
successfully and efficiently achieved through deep integration of legal, 
organisational and technical solutions. Close co-operation and interac-
tion among lawyers, AI developers, researchers, ethicists, and members 
of civil society is thus required. Here we should assume the very imple-
mentation of automated public administration is impossible without 
a better “digital literacy” and understanding of the work of AI by two 
groups: on the one hand, by public officials, judges and other law en-
forcers. On the other hand, by citizens who are both recipients of such 
decisions and the principal actors, and are thus expected to know and 
understand their own rights and duties, including procedure for chal-
lenging an automated decision. 

Consequently, amid rapid evolution of the governance paradigm, any 
well-developed legal order aiming to protect human rights and interests 
as the supreme value should include, as justified and necessary actions, 
active studies of the world’s best practices (including the approaches 
embedded in the EU AI Act) and encouraging domestic research and 
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practical developments in the field of explainable and trusted artificial 
intelligence. Such an interdisciplinary and international approach will 
support the adoption of advanced technology subject to the basic princi-
ples of a state governed by the rule of law, where transparency is central 
to the government’s accountability to society.

Conclusion 

One of the key objectives of current law and order is to maintain the 
transparency and explainability of automated decision-making and use 
of artificial intelligence systems in public administration.

Analysis has shown that, despite active development of law and doc-
trine in the field, the existing legal mechanisms — both preventive (ex 
ante) ones and those providing for posterior (ex post) control  — are 
fraught with certain limitations and cannot always and fully protect citi-
zens’ rights and keep the authorities accountable amid algorithm-based 
governance. 

None of the mechanisms discussed is a universal solution; efficiency 
can only be achieved through their comprehensive application and adap-
tation to the specific context around the use of automatic decision-mak-
ing and artificial intelligence systems, with due regard to the risk level 
associated with the decisions in question, their social significance and 
the technical complexity of the systems being used. Most importantly, 
legal requirements must be closely integrated with the development and 
implementation of relevant organisational and technical solutions that 
can ensure real, not declarative, transparency and explainability. 

Development of legislation and jurisprudence should aim to specify 
the obligations of developers and operators of automated decision-mak-
ing systems, establish clear-cut criteria for assessing the adequacy of the 
explanations returned, and to strike the optimal balance between the 
needs for openness, protection of intellectual property and trade secrets, 
and information security. 

A deep-rooted and conscious culture of transparency and responsibil-
ity should become an important feature, both in public authorities and 
among developers and operators of artificial intelligence systems. Only in 
this way can we ensure that the adoption of advanced information tech-
nology really fosters safer and more equitable, efficient and accountable 
governance that meets both society’s and every citizen’s interests.
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